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Abstract

This research aims to compare the performance of pre-trained deep learning models, namely
MobileNetV2, ResNet50, and VGG19, with traditional machine learning algorithms, including Random Forest,
Support Vector Machine (SVM), and Logistic Regression (LR), in classifying images of 10 pest insect species that
impact key economic crops in Ubon Ratchathani Province. A dataset consisting of 4,875 images was utilized
for this study. The research methodology involved feature extraction using pre-trained deep learning models,
followed by training traditional algorithms with the extracted features. The experiments were conducted
under a supervised learning framework, with parameter settings kept constant to ensure fair comparisons.
The results showed that feature extraction with MobileNetV2 combined with Logistic Regression achieved the
best performance, yielding the highest accuracy of 0.898 and an F1-Score of 0.869. This study highlights the
potential of integrating deep learning techniques with traditional algorithms as an effective approach for
improving classification tasks. Such integration can play a pivotal role in enhancing agricultural sustainability

and efficiency in the future.
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Sana37a33319 (Visual Geometry Group : VGG19) iJulasstneuszamifisuwuy CNN Aildsunisiamn
Wielflununsduunuszianamuaznsandringlunm lassai1swesdanedfiu VGG19 gnesnuuusilmzeudious
flarwdn Tnefiionun 19 1awwed Ysznaudie 16 Convolutional Layers uaz 3 Fully Connected Layers ALAUYD
Sano3fiu VGG19 fie 1514 Convolutional Filters wuiaLin 3x3 7l Padding waz Stride aadi vilwauisadu
Snvamsudsiuilunmldedsanden snidddlasadranuudiudu (Sequential) Maiwedavsemududu 4 Fa
Frglinisiwndanudussuusazirenonisiluldnu danesiiu VG619 lasunisiinaeuuuyadeya ImageNet
waznaedunildunvusassiuguildfumudenlumiseiuneuinneitaflunssuunussanam ns
#5930 T09 wagmsuendiunmlnedsasgnldaulunarsuiumidlusluuudafiunasuuy Pretrained Models fi
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Hanua 50 1aeod smaamwummmwuﬂs ﬁ'ﬂﬁﬂ’lWSL“LJﬂ’lﬁLﬁSUﬁ%awaW%U‘U@uIWEJSLGULLU’JF’M Residual Learning
1A59@519989 ResNet50 Usznaunay °Uu Convolutional Layers °Uu Batch Normalization Wag °Uu Fully Connected
Layers n¥o1n1514 Bottleneck Architecture fifa8ans1uIunIs 1 Amesuazifiunnanialunisdiuan Skip
Connections 3 BLAUNIIANTENINLALLDS gﬂﬁmﬂ%ﬁ,ﬁdﬁ%gaLLasm’lLa&mmmmlwar;i’mimqsziwléﬂmmq %478
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antlam Gradient Vanishing uazifisamansnsalunisiinaoulassiefidaudngs ResNet50 fiauanunsaluns
auluraInvaneu Wy MITLnUsEannIm 11snsaduing wagmswengdiunin laedigawmulunissessunis
Uszananadeyavunslvauazdudoussrstivszavsam sl dunisduuvuirasanasguiigninluldesan g
Tunusnuasuiawmesiviad (He et al., 2016)

Sana3iiuluunenind2 (MobileNetv2) ulassieuszamifisnndadniioonuuuniileldnuuugunsaliid
NI WU aursnliuiazaunsal 1oT lnsgadunisandiuiumsndmesiazanududouvenisaiuim
Tnssad1vesdane3fiu MobileNetv2 1uafn Depthwise Separable Convolution autsnszuiuns Convolution
soniluaestunou ldud Depthwise Convolution ﬁﬂiaQ%au“aLLaﬂmwwaq (Channel) wag Pointwise Convolution
Viﬁqu%’au‘jamﬂ‘lqﬂsziaqmuﬂ'ﬁﬁﬁmmt,t,w 1x1 Convolution WSaviifiuuuafn Inverted Residual Block Faumnsing
9711 Residual Block uuuaiiy Taglénisverefifdeya (Expansion) fouftezaniiias (Projection) vinlilassainad]
UsganSamlunsifivsnundeyaddnniouannisgadedoya wazld Linear Bottleneck unu ReLU Activation Tu
vntumeuiietiostunmsgadedoyaluiiffia qauruvesdanaifiu MobileNetv2 fo Aruatunsalunisinuemiy
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B98N : nadinuiludaminguasivsiil Useneudie nsiiusiusindeya mawleudeya madenuuudiaeiaznns
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nafiusiusaudaya maldeildyadoyanindrouuasdngits 10 vdia 1dnduled iNaturalist (2024) 39
Juwnannesuguwuesulatdmsunmstuiinuazwisludeyaninumainuaieniadinin Ima%’agaﬁﬁmﬂﬁﬁmmﬁ%’ﬂ
f§1uanun 4.875 nm awitanldeudunmilifaduavsniotes dnlunnslda mu%’aﬁiéﬁagamwma
wasdnsiafidfayrofimasugivludminguasveni Fsaguldlumsed 1

nsiassudaya nsnseudeyadudusmenisivusnisvesyndeya (data path) Fednlassairady
Tawnosgesuenauaana (Class) 19y class1/ ua class2/ Tavld ImageDataGenerator iflelvanuazuuastoyanin
wsaumﬂs‘umamamaawmsuaiuaalwma [0, 1] uazudstoyaluyadmiunisiin (Fesaz 80) LLau?jﬂﬁW‘MS‘Uﬂﬁ
n329d0U (Souaz 20) e validation split=0.2 waz stratify=y LwaiwamaausuaqLmammammu mwmwmmﬂi‘u
wAlinsaiuBunATauUTIReT (224x224 Aintwa) kazdnnstuguiuuiund (batch_size=32) uananil aﬂsumi
far seed (seed value=42) iielinadnsnsudsdeyadanuasivazannsaviddlunnadedsulusunsy lumsis
AdNwAY (Feature Extraction) Iduvasuuudiassiinunisimsuaiswii (Pre-Trained model) titeutasninly
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NSABNKUUINABILATNITENADULUUTIADY mﬁﬁaﬁmlﬁumiﬂi:EJﬂﬁl‘ﬁmvﬂﬁﬂmn%‘auﬁ%aﬁﬂi'wﬁu
mﬂmmﬁmmﬂﬂivmmaua Tngandunisuulusunsy Jupyter Notebook WolmseiuazUsediuusyansam
gauuUaesiiden Insutsnisanweanidudesdiumdn fail

wallan1sIkunUszianteya GquumumimLLuﬂﬂixmw%'au“a Q’%%’aiﬁl%ﬁana?ﬁumiﬁejui?uaqm%im
(Machine Learning) kUU Supervised Learning Lﬁamﬁ’;f\Jaa‘uﬂixﬁw%mwmaqmiaﬁm@mé’mmz (Feature Extraction)
NUUUTIRDINTTHUILBEN FeUsznoudne Sanesiiu RF sane3iu SYM uay Sanesiiu LR msnmassisiiunis
Wlausd scikit-learn TnesaAmsiiwmesiluandaiy (Default Parameters) dmTuyndanesy Lﬁa%’ﬂmqaﬁﬁim
TunseuLiisunadns

walan19i3euiidedn ludiuvesniaiteusidedn JIdelaussendldinaiia Transfer Learmning sy
aandmenssulassdioussamifisuiiniunisiinduuugadeya ImageNet GeUsznausne §ane3iiu MobileNetv2
Fane3iiu ResNet50 uay Sanesiiu VGG19 msnaassiildmifiunsniilausts Keras uavnszuaunsinaouluina
gniarinunsaunsnaaesestalusruy fanmdl 1 lasnadndainmstieneanisidoudinausluguuuunsi
Fan g 2 sz“faLLamﬁwiz?w%m‘wLLa3LLmIﬁumiL%Emisuml,wiazé“aﬂa%ﬁm TABIAU X LERII1UIUTOU (Epochs) dau
WAU Y LaAINarIANgNeaBs (Accuracy) ddududiiu fie Training Accuracy WagidulduUse fie Validation Accuracy
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nansinviliiuindanesiiu VGG Wududendinfian \iesa1niia Training waz Validation Accuracy Indlagariu il
ANURURIUTBY YuENTana3iiu MobileNetV2 81aLfin Overfitting Uazdane3id ResNet HAIMURUNIUG

[

M15°99 1 MeaviBuauuasdngiientuldlunuidel

‘Tia ‘z’ia’iwmmam% FIUIUNN
nusuTunuly Parasa lepida 256
FINNUENI N Rhynchophorus ferrugineus 769
FILIANTNI Oryctes rhinoceros 390
LUAIADUNDY Hypomeces squamosus fabricius 548
LA TUNOY Bactrocera dorsalis 93
ﬁLgaMuauﬂizﬁ in Spodoptera litura 769
EYRER Leptocorisa acuta 680
ﬁLgﬁlﬂa’Nﬁu Conogethes punctiferalis 762
é”;aﬂmumqwu@h Batocera rufomaculata 462
%ﬂLLmumﬁﬂm Patanga succincta 146

Copyright by Faculty of Science, Ubon Ratchathani University



1135815 ImIEATUaS TN MIaN AN UV 8 toudl 1 (u.A. — ¢, 2568) | 175

11  # Define a pretrained model

12 base_model = tf.keras.applications.VGG19(weights='imagenet', include_top=False, input_shape=(img_height, img_width, 3})

13  #base_model = tf keras.applications.ResNet50(weights=imagenet’, include_top=False, input_shape=(img_height, img_width, 3))

14  #base_model = tf keras.applications.MobileNet\2(weights="imagenet’, include_top=False, input_shape={img_height, img_width, 3))

16 base model.trainable = False # Freeze the pretrained layers

18  # Add a custom classification head

12 model = tf.keras.Sequential([

20 base_model,

21 tf.keras.layers.GlobalAveragePooling2D(),

22 tf.keras.layers.Dense(train_data.num_classes, activation="softmax')

23 1)
25 model.compile(optimizer="adam', loss="categorical_crossentropy', metrics=['accuracy', Precision(name='precision’), Recall(name="recall)])

27  # Train the model and store the history
28  history = medel.fit(train_data, validation_data=val_data, epochs=10)

30  # Extract features for comparison with another algorithm
31 feature_extractor = tf.keras.Model(inputs=base_model.input, outputs=base_model.output)

33  def extract_features(data):

34 features, labels, image_data = [1, [1, [1

35 for images, label_batch in data:

3 extracted_features = feature_extractor.predict(images)
features.append(extracted_features.reshape(extracted_features.shape[0], -1))

38 labels.append(label_batch)

39 image_data.append(images)

40 if len(features) * batch_size >= len(data.filenames):

41 break

42 return np.vstack(image_data), np.vstack(features), np.argmax(np.vstack(labels), axis=1)

44 train_images, train_features, train_labels = extract features(train_data)
45 val_images, val_features, val_labels = extract_features(val_data)

oy |
[

aw# 1 Amdssadinsinaeulazdinisanaaudnyuy

Training and Validation Accuracy Training and Validation Accuracy
0.30f— Training Accuracy p —— Tralning Accuracy
== Validation Accuracy el === Validation Accuracy
0.28 0.60
0.26 0.55
-
g 024 E‘o. 50
3 5
o
& 022 3
0.45
0.20
0.40
0.18
0.35
0.16 M L . .
4] 2 4 [ 8 ) 2 4 6 &
Epochs Epochs
=% Y a = =% LY a =
(N) Han1sHNFDUVDIDANDIVIU ResNet50 () HansHnFpUVDIDANDINU VGG19
Training and Validation Accuracy
— Training Accuracy
=== Validation Accuracy
0.95¢
0.901
>
1t
£
3
o
& 0850
0.80
0.75¢
0 2 4 6 a8
Epochs

(M) wan1sElndauYaIBand39L MobileNetV2

Al 2 nsvluansneugniswesdaneliiu ResNet50 (n) Saneiiiu VGG19 (1) wazdane3iis MobileNetv2 (a)

avanslee Aoz Inemans umInerageuasvodil



176 | Journal of Science and Science Education Vol. 8 No. 1 (Jan. — Jun. 2025)

NaN15IBUaTaRUTIENA

nsnanesisiunafienisudivulsyavsnmuesdaneifiunisdouliBdniunsiinaeudamii T
Fana3fiu MobileNetv2 Sana3fiu ResNet50 wagdanaiiiu VGG19 aufudanaifiunmssuunuuusuiu Sanesfiu
RF $ane3fiu SVM uazdane3iiu LR lunssiuunamansunasdngiin 10 wiin Sefldnnusim 4,875 am deyalsn
niuled iNaturalist.org fanmiaeegnensnsit 1 Tnsutsdoyaidugnnisilindosas 80 uazyansnsIvasuiosas
20 vidanwieudayauazin Feature Extraction mensiseusidadn wiazdaneifiugnnaaeusunszuIunsieus
LUU Supervised Learning melditeuluiinuaudnesmsifinosiiudu (Default Parameters) msinUszansnm
RN madnsSsadAfdafausd 0 f 1 (@ 0 vuneiaosiian dauan 1 vneianniian) Idun é1 Accuracy
A1 Precision A1 Recall wazAn F1-Score (Sombat et al., 2024) Ingfinan1svnnasssiansei 2

A19197 2 HaNINAFRUYTEAVTANYRINSISEUSENuArBanes NI UNUTEIAY

Feature |[Classification

Extraction Model Accuracy Precision Recall F1-Score

MobileNetV2 0.880 0.909 0.861 0.885

ResNet50 0.290 0.600 0.003 0.006

VGG19 0.607 0.926* 0.311 0.465

RF 0.134 0.096 0.099 0.097

Taidl SVM 0.404 0.297 0.286 0.266

LR 0.390 0.308 0.310 0.307

RF 0.804 0.772 0.651 0.660

MobileNety?2 SVM 0.871 0.909 0.809 0.841

LR 0.898* 0.894 0.853* 0.869*

RF 0.386 0.259 0.271 0.250

ResNet50 SVM 0.236 0.148 0.152 0.101

LR 0.422 0.346 0.328 0.324

RF 0.583 0.635 0.418 0.399

VGG19 SVM 0.647 0.648 0.493 0.493

LR 0.752 0.711 0.678 0.690
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unilanels witlurseanaidadanugndedlunisduunliiung wu uiasiunes uaz Fuaudivien Aflanugndesly
nsduunaanaifesas 61.11 wag 74.07 Auadu lesnnuuudasaieuslidnelunanafisidneseesvied
dnwazadeadsiu vilimanauduay

Fano3iu ResNet50 finadnsfinituinssiuegadaiau Inglanieideieuuuy Standalone #ilvien
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danea3iu VGG19 darulanisuluniu Precision lagleein Precision geanluuuy Standalone ( 0.926)
o¢13l5Anu Recall uag Fi-Score §4in (Recall 0.311 wag F1-Score 0.465) Fauansdslymauliaunavesnis
$uun usilewdane3iiu VGG19 insauiusanesiiy LR wuiildnadnsiinau (Accuracy 0.752 uay F1-Score 0.690)
uAtlaNI19ane3%u MobileNetV2

Sane37iuiiliifinisyih Feature Extraction Usgnausie Sane3fiu RF Sanesiiu SVM uazdane3iu LR lng
Liifinsvihnsadanudnuuzseuuudians Pre-trained Inadwsfianlunndu Tnslamz Accuracy Aaniiies
0.134 Laydane39u RF A1 F1-Score ﬁ?ﬁz‘jﬂagjﬁ 0.097 wansliiuiNnsly Feature Extraction #38 Pre-trained
Model theifinuszansnmuasuuusiaedldonsdniam

Confusion Matrix

MW 0 2 0 0 3 0 2 1 2 140
. .
favmuugayusn {3 3 0 0 4 0 0 0 5
120
fausauznin g 2 3 0 1 1 0 0 0 0
. . 100
finwaudiann 4 o 2 0 20 1 2 0 0 0 4
“ - -
T fdonansdu{ 1 1 0 0 5 1 2 0 2 80
©
-
o = 8 e
E fidewuounszin 1 1 0 1 0 0 2 0 0 2
- 60
wausivlud o 0 0 0 0 3 46 1 0 1
. - 40
wiaReuNEd 4 0 2 0 0 0 3 5 a7 0 2
wiasiunes{ 1 0 0 0 0 3 0 1 11 2 o
wiadsd 1 1 0 2 2 7 0 2 1 120
| | | | | | | | | -0
PP i~ Tl o By I .\:3 a o o
FFEFIFFS &S
F &P F L w F & ¥
o & & A8 S & & g
20 -‘29 e P o RS & &
& NS '« @ %@‘
4@5 B

Predicted Labels

AIN# 3 Confusion Matrix 999 8ana37iu MobileNetV2 (Feature Extraction) S1ufudane3fia LR (Classification
Model)

A3UNAN13IVLLATUDLAUBLUERINNNTIRY

nansIdonansliiiiuindaneifiu MobileNetv2 $aufusanesiiu LR Tinadnsnafian lneiian Accuracy
g9aa71 0.898 Waz F1-Score gaanl 0.869 deawvioufisnuanunsalumsduunnnusasingfivldogistiussansam
Tuvazfiuuusrass ResNet50 linadnsonan Tnatamziloldsmuuy Standalone ilasandgmenalsiaugaves
Jayanaraudutauvadlung (He and Garcia, 2009) lun1anduiu VGG19 fianulaaaulusu Precision wiés
1naunalu Recall Me3Tedaliifiudn nsnaunsidoudidednfudanesfuuvudufudiofiunuiuglums
Suundsziandeyaldesnsdaiau fedu Tauusthlihuuusians MobileNetv2 Tuguiuunaunaiuiy LR Tuiaun
\uszuuaneduuasdngivdajuing wu weundiedudmiuinunsnsiegunsal loT iieannisldasiadiil

Iy advayunisinensuuuddu wasiiudannuaunsatunsiansdngivedefivsyansnmlueuan

AnANTIuUITENA
YOUDUAM AMEING NGRS UMNINE1FeguaT1venll dmsunisativayunmsaniiunuideluased

Fvavslag Ao Inermans unIneraseuasIvel



178 | Journal of Science and Science Education Vol. 8 No. 1 (Jan. — Jun. 2025)

3YTITUNTINY

MAdeEes "MduunuasdnsivanawaielaglduuuitassiiiunsiinaeudimihnonisGoudids
an: nadfnuludminguasvsiil' lddeyanmarsunasainiiules iNaturalist (https://www.inaturalist.org) G
weuninelidya ey niuy Creative Commons Attribution-NonCommercial (CC-BY-NC) #aynalildiiie
nsfinvnagidelaglivasmuanils maduiunddedlifinimaaeduiyudviednd uarlidelmananudss
videnansznunsauseyana dnd niedundon lasufuRmundnasesssunisidsegiuntsadn loun wdnau
isnluynna (Respect for Person) siumsléteyaanunasiieygnuazliasinogisgnies vanaauusslo 1
fiodunse Beneficence) saitfuainsosdauiiiulsslenirenianisinuns uazudnauegfisssu (ustice) Tngld
Foyatiirfddesnuiifiounasmnzaunamdniiosssunmsidsaina

References

Ahsan, M. M., Uddin, M. R, Ali, M. S., Islam, M. K., Farjana, M., Sakib, A. N. and Luna, S. A. (2023). Deep transfer
learning approaches for Monkeypox disease diagnosis. Expert Systems with Applications, 216, 119483.

Anwar, S. M., Majid, M., Qayyum, A., Awais, M., Alnowami, M. and Khan, M. K. (2018). Medical image analysis
using convolutional neural networks: a review. Journal of medical systems, 42, 1-13.

Bansal, M., Kumar, M., Sachdeva, M. and Mittal, A. (2023). Transfer learning for image classification using VGG19:
Caltech-101 image data set. Journal of ambient intelligence and humanized computing, 1-12.
Bourel, M. and Segura, A. M. (2018). Multiclass classification methods in ecology. Ecological Indicators, 85,

1012-1021.

Chagkornburee, C. and Chaiklieng, S. (2024). The prevalence of symptoms from pesticide exposure among
agriculturists: A systematic review and meta-analysis (in Thai). Safety and Environment Review, 7(1), 1-
12.

Chen, C, Yin, Y., Shang, L., Jiang, X, Qin, Y., Wang, F., Wang, Z., Chen, X,, Liu, Z. and Liu, Q. (2022). bert2BERT:
Towards reusable pretrained language models. Proceedings of the 60" Annual Meeting of the
Association for Computational Linguistics (pp. 2134-2148).

Chen, C. J,, Huang, Y. Y., Li, Y. S., Chang, C. Y. and Huang, Y. M. (2020). An AloT based smart agricultural system
for pests detection. IEEE access, 8, 180750-180761.

Cortes, C. and Vapnik, V. (1995). Support-vector networks. Machine learning, 20(3), 273-297.

He, H. and Garcia, E. A. (2009). Learning from imbalanced data. IEEE Transactions on knowledge and data
engineering, 21(9), 1263-1284.

He, K., Zhang, X., Ren, S. and Sun, J. (2016). Deep residual learning for image recognition. Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR) (pp. 770-778). Las Vegas: IEEE.

INaturalist. Connect with nature. Retrieved 10 December 2024, from iNaturalist: https://www.inaturalist.org.

Kongchai, P., Hiranpongsin, S. and Ditcharoen, N. (2024). Creating a prediction model for prospective university
student admissions during the COVID-19 pandemic situation: A case study of the faculty of science at
Ubon Ratchathani university (in Thai). The Journal of King Mongkut's University of Technology North
Bangkok, 34(2), 1-10.

Krishnapriya, S. and Karuna, Y. (2023). Pre-trained deep learning models for brain MRI image classification.
Frontiers in Human Neuroscience, 17, 1150120.

Mazzawi, H., Gonzalvo, X., Wunder, M., Jerome, S. and Dherin, B. (2024). Deep fusion: Efficient network training
via pre-trained initializations. Proceedings of Machine Learning Research. 235:35225-35239.

Papakie, K. (2023). CMU team develops autonomous robot to stave off spotted lanternflies. Retrieved 17
December 2024, from Carnegie Mellon University: https://www.cs.cmu.edu/news/2023/tartan-pest.

Plodkormnburee, W. (2021). Integrated pest management for improving production of economic crops.
Department of Agriculture. Retrieved 17 December 2 0 2 4, from Department of Agriculture:
https://www.doa.go.th/plan/wp-content/uploads/2023/08/54-1.pdf.

Copyright by Faculty of Science, Ubon Ratchathani University


https://www.inaturalist.org/
https://www.cs.cmu.edu/news/2023/tartan-pest
https://www.doa.go.th/plan/wp-content/uploads/2023/08/54-1.pdf

IAITIMEIMaNTUaL N mIansAny) U 8 audl 1 (1., - d.6. 2568) | 179

Praharsha, C. H., Poulose, A. and Badgujar, C. (2024). Comprehensive Investigation of Machine Learning and
Deep Learning Networks for Identifying Multispecies Tomato Insect Images. Sensors, 24(23), 7858.
Sandler, M., Howard, A., Zhu, M., Zhmoginov, A. and Chen, L. C. (2018). MobileNetV2: Inverted residuals and
linear bottlenecks. Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR) (pp. 4510-4520). Salt Lake City: IEEE.

Simonyan, K. and Zisserman, A. (2015). Very deep convolutional networks for large-scale image recognition.
Proceedings of the International Conference on Learning Representations (ICLR) (pp. 1-14).

Sombat, W., Kaensar, C., Hiranpongsin, S. and Baokham, S. (2024). A student graduation prediction system
using random forest technique (in Thai). Journal of Science and Science Education, 7(2), 245-259.

The Government Public Relations Department. (2024). Warns farmers to monitor and prevent major crop
diseases and pests such as rice and vegetables. Retrieved 10 February 2025, from Ubon
Ratchathani.prd.go.th: https://ubonratchathani.prd.go.th/th/content/category/detail/id/9/iid/343404.

Fvanslae Aol Inenmans 1/74731//5/7@”5/@1/5‘57%5717


https://ubonratchathani.prd.go.th/th/content/category/detail/id/9/iid/343404

