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Abstract 
 

This research aims to compare the performance of pre-trained deep learning models, namely 
MobileNetV2, ResNet50, and VGG19, with traditional machine learning algorithms, including Random Forest, 
Support Vector Machine (SVM), and Logistic Regression (LR), in classifying images of 10 pest insect species that 
impact key economic crops in Ubon Ratchathani Province. A dataset consisting of 4,875 images was utilized 
for this study. The research methodology involved feature extraction using pre-trained deep learning models, 
followed by training traditional algorithms with the extracted features. The experiments were conducted 
under a supervised learning framework, with parameter settings kept constant to ensure fair comparisons. 
The results showed that feature extraction with MobileNetV2 combined with Logistic Regression achieved the 
best performance, yielding the highest accuracy of 0.898 and an F1-Score of 0.869. This study highlights the 
potential of integrating deep learning techniques with traditional algorithms as an effective approach for 
improving classification tasks. Such integration can play a pivotal role in enhancing agricultural sustainability 
and efficiency in the future. 
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บทคัดยอ 
 
 งานวิจัยน้ีมีวัตถุประสงคเพ่ือเปรียบเทียบประสิทธิภาพของแบบจําลองการเรียนรูเชิงลึกท่ีผานการฝกสอนลวงหนา 
ไดแก อัลกอริทึม MobileNetV2 อัลกอริทึม ResNet50 และอัลกอริทึม VGG19 กับอัลกอริทึมการเรียนรูแบบดั้งเดิม ไดแก 
อัลกอริทึม Random Forest อัลกอริทึม Support Vector Machine และอัลกอริทึม Logistic Regression ในการจําแนก
ภาพถายแมลงศัตรูพืช 10 ชนิด ซึ่งสงผลกระทบตอพืชเศรษฐกิจหลักในจังหวัดอุบลราชธานี โดยใชขอมูลภาพจํานวน 4,875 
ภาพ กระบวนการวิจัยประกอบดวยการสกัดคุณลักษณะจากแบบจําลองท่ีผานการฝกสอนลวงหนา เพ่ือนําไปฝกกับอัลกอริทึม
แบบดั้งเดิม การทดลองดําเนินการภายใตกรอบการเรียนรูแบบมีผูสอน พรอมการควบคุมคาพารามิเตอรใหคงท่ีเพ่ือความ
ยุติธรรมในการเปรียบเทียบ ผลการวิจัยพบวาการสกัดคุณลักษณะดวยอัลกอริทึม MobileNetV2 แลวนําไปสรางแบบจําลอง
จําแนกประเภทขอมูลดวยอัลกอริทึม Logistic Regression ใหผลลัพธท่ีดีท่ีสุด โดยมีคาความถูกตองสูงสุดท่ี 0.898 และ F1-
Score สูงสุดท่ี 0.869 การศึกษาน้ีเนนใหเห็นถึงศักยภาพของการผสานเทคนิคการเรียนรูเชิงลึกกับอัลกอริทึมแบบดั้งเดิม ซึ่งเปน
แนวทางสําคัญในการเพ่ิมประสิทธิภาพและความยั่งยืนของการเกษตรในอนาคต 
 
คําสําคัญ: การเรยีนรูเชิงลึก; การจําแนกภาพ; การฝกสอนลวงหนา; แมลงศัตรูพืช; การเกษตรยั่งยืน  
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บทนํา 
  จังหวัดอุบลราชธานีเปนหน่ึงในพ้ืนท่ีสําคัญดานการเกษตรของประเทศไทยท่ีมีการเพาะปลูกพืชเศรษฐกิจหลายชนิด 
เชน ขาว มันสําปะหลัง ขาวโพด มะพราว และยางพารา ผลผลิตทางการเกษตรในพ้ืนท่ีมักประสบปญหาจากแมลงศัตรพืูชท่ีสราง
ความเสียหายอยางมาก (The Government Public Relations Department, 2024) ท้ังในแงปริมาณและคุณภาพ ตัวอยาง
ของความเสียหายไดแก การกัดกินใบพืชจนเสียรูป การทําลายลําตนท่ีสงผลตอกระบวนการดูดซึมสารอาหาร และการขัดขวาง
กระบวนการสังเคราะหแสงผานการทําลายเน้ือเยื่อใบ ซึ่งท้ังหมดน้ีลวนเปนอุปสรรคตอการเพ่ิมผลผลิต การจัดการแมลงศัตรูพืช
ดวยสารเคมีเปนวิธีท่ีไดรับความนิยมในหมูเกษตรกรเน่ืองจากความสะดวกรวดเร็วและประสิทธิภาพสูง แตการใชสารเคมี
กอใหเกิดปญหาตามมาหลายประการ เชน การลดจํานวนแมลงท่ีเปนประโยชน การสะสมของสารเคมีในดินและแหลงนํ้า ซึ่ง
สงผลกระทบตอสุขภาพของผูปฏิบัติงานและผูบริโภค (Chagkornburee and Chaiklieng, 2024) ดังน้ัน แนวทางการควบคุม
แมลงศัตรูพืชท่ีเปนมิตรตอสิ่งแวดลอมจึงเปนท่ีตองการมากข้ึน แมวาจะมีขอจํากัดในดานประสิทธิภาพ ตัวอยางหน่ึงของแนวคิด
น้ีคือการใชศัตรูธรรมชาติ ซึ่งไดรับการยอมรับวาเปนแนวทางท่ีชวยลดการใชสารเคมีอยางมีประสิทธิภาพ และการปลูกพืช
หมุนเวียนยังชวยลดประชากรแมลงศัตรูพืชในระยะยาว (Plodkornburee, 2021) อยางไรก็ตาม เกษตรกรจํานวนมากยังคง
พ่ึงพาสารเคมี เน่ืองจากผลลัพธท่ีรวดเร็วและชัดเจน และตนทุนท่ีต่ําเมื่อเปรียบเทียบกับวิธีการอ่ืน ๆ แตจะเปนปญหากบั

สิ่งแวดลอมในระยะยาว 
ปจจุบันมีงานวิจัยท่ีนําเทคโนโลยีปญญาประดษิฐ (AI) เขามาชวยในการจัดการแมลงศัตรูพืช โดยเฉพาะการประยุกตใช

เทคนิคการเรียนรูเชิงลึก (Deep Learning) และการวิเคราะหภาพถายเพ่ือจําแนกประเภทแมลงอยางแมนยํา ตัวอยางเชน 
งานวิจัยของ Praharsha, Poulose and Badgujar (2024) งานวิจัยน้ีใชอัลกอริทึม Convolutional Neural Networks (CNN) 
ในการจําแนกภาพแมลงศัตรูพืชของมะเขือเทศ โดยเปรียบเทียบประสิทธิภาพของตัวปรับคาตาง ๆ โดย RMSprop (Optimizer) 
ใหความแมนยําสูงถึง 0.89 อัลกอริทึม CNN ท่ีปรับคาเหลาน้ียังถูกเปรียบเทียบกับอัลกอริทึมท่ีล้ําสมัยอ่ืน ๆ เชน อัลกอริทึม 
ResNet และอัลกอริทึม MobileNet เ พ่ือพัฒนาระบบตรวจจับแมลงศัตรูพืชแบบอัตโนมัติ นอกจากน้ี งานวิจัยของ           
Chen et al. (2020) ไดรวม AI กับอุปกรณ IoT เพ่ือพัฒนาระบบติดตามและคาดการณการระบาดของแมลงศัตรูพืชในแปลง
เกษตร ซึ่งชวยใหเกษตรกรสามารถวางแผนการจัดการไดอยางมีประสิทธิภาพ ลดการใชสารเคมีท่ีเกินความจําเปน และลด
ผลกระทบตอสิ่งแวดลอมในระยะยาว นอกจากน้ีการประยุกตใชแบบจําลองปญญาประดิษฐท่ีผานการฝกสอนลวงหนา       
(Pre-trained Models) เชน อัลกอริทึม MobileNetV2 อัลกอริทึม ResNet50 และอัลกอริทึม VGG19 ไดรับการพิสูจนวา
เหมาะสมอยางยิ่งสําหรับการประมวลผลภาพ เน่ืองจากความสามารถในการวิเคราะหและเรียนรูคุณลักษณะสําคัญของภาพได
อยางมีประสิทธิภาพ (Bansal et al., 2024; Ahsan et al., 2023) อยางไรก็ตาม แบบจําลองเหลาน้ียังมีขอจํากัดท่ีสําคัญ เชน 
ความไวตอการเปลี่ยนแปลงของแสงและมุมมองของภาพ ซึ่งอาจสงผลตอความแมนยําในการจําแนกแมลง นอกจากน้ี การ
ปรับแตงแบบจําลองใหเหมาะสมกับขอมูลเฉพาะกลุมยังตองการทรัพยากรในการประมวลผลท่ีสูง และการฝกสอนแบบจําลองซ้าํ
อาจใชเวลาและตนทุนมาก (Chen et al., 2022; Mazzawi et al., 2024) 

งานวิจัยน้ีมุงเนนการพัฒนาเทคโนโลยีการจําแนกแมลงศัตรูพืช 10 ชนิดท่ีสงผลกระทบตอเกษตรกรรมในพ้ืนท่ีจังหวัด
อุบลราชธานี โดยการทดสอบและเปรียบเทียบประสิทธิภาพของอัลกอริทึม MobileNetV2 อัลกอริทึม ResNet50 และ
อัลกอริทึม VGG19 รวมถึงอัลกอริธึมการจําแนกแบบดั้งเดิม อัลกอริทึม Random Forest อัลกอริทึม Support Vector 
Machine และอัลกอริทึม Logistic Regression เพ่ือศึกษาความเหมาะสมของเทคโนโลยีสําหรับการนําไปประยุกตใชงานจริง 
ผลลัพธท่ีไดจากงานวิจัยน้ีสามารถนําไปพัฒนาแอปพลิเคชันหรืออุปกรณท่ีสามารถจําแนกแมลงศัตรูพืช ลดการใชสารเคมีในการ
จัดการศัตรูพืช และสนับสนุนแนวทางการเกษตรท่ียั่งยืนในระยะยาว เทคโนโลยีน้ียังสามารถขยายผลไปสูการพัฒนาระบบ
อัตโนมัติ เชน หุนยนตสําหรับจัดการแมลงในพ้ืนท่ีเพาะปลูก ชวยเสริมสรางความสามารถในการแขงขันของเกษตรกรในยุค
ดิจิทัล (Papakie, 2023) 
 

วัตถุประสงคการวิจัย  
การศึกษาครั้งน้ีมีวัตถุประสงคเพ่ือเปรียบเทียบประสิทธิภาพของแบบจําลองการเรียนรูเชิงลึกท่ีผานการฝกสอน

ลวงหนากับอัลกอริทึมการเรียนรูแบบดั้งเดิม ในการจําแนกภาพแมลงศัตรูพืชท่ีพบในพืชเศรษฐกิจของจังหวัดอุบลราชธานี  
 

ทฤษฎีท่ีเกี่ยวของ 
การเรียนรูของเคร่ือง (Machine Learning) เปนสาขาวิชาท่ีสําคัญของปญญาประดิษฐ (Artificial Intelligence) 

ซึ่งมุงเนนการพัฒนาอัลกอริทึมท่ีสามารถเรียนรูและปรับตัวจากขอมูล เพ่ือสรางแบบจําลองท่ีมีความสามารถในการวิเคราะห 
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คาดการณ และแกปญหาท่ีซับซอนไดอยางมีประสิทธิภาพ โดยหน่ึงในกระบวนการท่ีสําคัญท่ีสุดของการเรียนรูของเครื่อง คือ 
การจําแนกประเภท (Classification) ซึ่งเปนการวิเคราะหขอมูลเพ่ือจัดกลุมหรือคาดการณคลาสของขอมูลใหมท่ียังไมทราบ
ลวงหนา กระบวนการน้ีมีบทบาทสําคัญในการวิจัยดานตาง ๆ ท่ีตองจัดการกับขอมูลขนาดใหญและซับซอน เชน การวินิจฉัยโรค 
การวิเคราะหพฤติกรรมผูบริโภค และการตรวจสอบความผิดปกติในระบบตาง ๆ งานวิจัยน้ีมุงเนนในการเปรียบเทียบ
ประสิทธิภาพของอัลกอริทึมท่ีหลากหลาย โดยเลือกใชอัลกอริทึมดั้งเดิมท่ีไดรับความนิยมในดานความแมนยําและความ
นาเช่ือถือ เชน อัลกอริทึมการถดถอยแบบโลจิสติก อัลกอริทึมแรนดอมฟอรเรส และอัลกอริทึมซัพพอรตเวกเตอรแมชชีน ควบคู
กับการประยุกตใชอัลกอริทึมดานการเรียนรูเชิงลึกท่ีทันสมัย เชน อัลกอริทึม MobileNetV2 อัลกอริทึม ResNet50 และ
อัลกอริทึม VGG19 ซึ่งถูกปรับแตงในรูปแบบฝกสอนลวงหนา เพ่ือเพ่ิมศักยภาพในการดึงลักษณะเดนเชิงลึกจากขอมูล (Feature 
Extraction) งานวิจัยน้ีเนนการผสานการทํางานระหวางการเรียนรูเชิงลึกและอัลกอริทึมดั้งเดิม เพ่ือคนหาแนวทางท่ีเหมาะสมใน
การจําแนกประเภท โดยมีรายละเอียดของแตละอัลกอริทึมดังตอไปน้ี 

อัลกอริทึมการถดถอยแบบโลจิสติก (Logistic Regression : LR) เปนอัลกอริทึมพ้ืนฐานท่ีไดรับการยอมรับอยาง
แพรหลายในงานจําแนกประเภทท้ังในรูปแบบ Binary Classification และ Multiclass Classification โดยแบบจําลองน้ีมี
พ้ืนฐานอยูบนหลักการคํานวณความนาจะเปน (Probability) ซึ่งชวยใหสามารถคาดการณไดอยางแมนยําวาวัตถุหรือขอมูลท่ี
กําหนดจะจัดอยูในประเภทใด ภายใตเง่ือนไขหรือคุณลักษณะท่ีมีอยู จุดเดนของการถดถอยแบบโลจิสติก คือ ความสามารถใน
การแสดงผลลัพธเปนคาความนาจะเปนท่ีตีความไดงาย ซึ่งทําใหเหมาะสําหรับงานท่ีตองการวิเคราะหความสัมพันธเชิงสถิติ
ระหวางตัวแปรอิสระ (Independent Variables) และตัวแปรเปาหมาย (Dependent Variable) นอกจากน้ี แบบจําลองยัง
รองรับการขยายไปสู Multinomial Logistic Regression สําหรับกรณีท่ีตัวแปรเปาหมายมีมากกวาสองคลาส (Multiclass) โดย
ใชแนวทางการคํานวณเชิงสถิติ โดยมีสมการดังสมการท่ี (1) (Bourel and Segura, 2018) 
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( ) :kp x  ความนาจะเปนของ x ท่ีจะอยูในคลาส c  

( ) :Kp x  ความนาจะเปนของ x สําหรับหมวดหมูฐาน (reference category) 
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0 :cb  คาคงท่ีของหมวดหมู c  
( ) :i

cb  คาสัมประสิทธ์ิของตัวแปรอิสระ ( )ix สําหรับหมวดหมู c  

:C  จํานวนหมวดหมูท้ังหมด 
:d  จํานวนตัวแปรอิสระ 

 
อัลกอริทึมแรนดอมฟอรเรส (Random Forest : RF) ใชหลักการของตนไมตัดสินใจ (Decision Tree) เปนพ้ืนฐาน

ในการสรางแบบจําลอง โดยกระบวนการทํางานของอัลกอริทึมประกอบดวยการสรางตนไมตัดสินใจจํานวน N ตน โดยในแตละ
ตนไมจะถูกสรางข้ึนจากการสุมตัวอยางขอมูล (Bootstrap Sampling) และการสุมเลือกตัวแปรอิสระบางสวนในแตละโหนด 
(Feature Subset Selection) เ พ่ือเ พ่ิมความหลากหลาย (Diversity) และลดความเสี่ยงจากการเกิด Overfitting ใน
กระบวนการสรางโหนดของตนไมแตละตน จะใชมาตรวัด Gini Index เปนเกณฑในการตัดสินใจเลือกตัวแปรและเกณฑการแยก
ขอมูล (Splitting Criterion) โดย Gini Index มีนิยามดังสมการท่ี (2) (Kongchai, Hiranpongsin and Ditcharoen, 2024) 
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:t  โหนดใด ๆ ในตนไมตดัสินใจ 
:C  จํานวนคลาสท้ังหมดในขอมูล 
:p  สัดสวนของขอมูลในคลาสท่ี i  ในโหนดน้ัน 

 
อัลกอริทึมซัพพอรตเวกเตอรแมชชีน (Support Vector Machine : SVM) เปนอัลกอริทึมการเรียนรูแบบมีผูสอน 

(Supervised Learning) ท่ีถูกออกแบบมาเพ่ือแกปญหาการจําแนกประเภท (Classification) โดยใชหลักการคนหาไฮเปอร    
เพลน (Hyperplane) ท่ีเหมาะสมท่ีสุดในเชิงเรขาคณิต เพ่ือแยกขอมูลของคลาสตาง ๆ ออกจากกัน โดยการเพ่ิม Margin 
ระหวางคลาสใหมากท่ีสุด ซึ่งตัวอยางขอมูลท่ีอยูใกลไฮเปอรเพลน ท่ีสุดจะเรียกวา เวกเตอรสนับสนุน สามารถจัดการกับขอมูลท่ี
ไมสามารถแยกไดแบบเสนตรงไดผาน Kernel Trick ซึ่งชวยเปลี่ยนขอมูลไปยังมิติท่ีสูงข้ึน เพ่ือใหขอมูลในมิติใหมน้ันสามารถแยก
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ออกไดงายข้ึน โดย Kernel Function ท่ีนิยมใช ไดแก Linear Kernel, Polynomial Kernel, Radial Basis Function (RBF) 
และ Sigmoid Kernel อัลกอริทึม SVM มีความสามารถในการควบคุมความสมดุลระหวางการพอดีกับขอมูล (Fitting) และการ
หลีกเลี่ยง Overfitting ผานพารามิเตอรสําคัญ เชน C ซึ่งควบคุมความยืดหยุนของการแยกขอมูล และ gamma ซึ่งกําหนด
ลักษณะความโคงของไฮเปอรเพลน โดยสมการพ้ืนฐานของ S ถูกนิยามในรูปของการแกปญหาการเพ่ิมประสิทธิภาพ 
(Optimization Problem) ดังสมการท่ี (3) (Cortes and Vapnik, 1995) 
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เมื่อ  ( ) 1 ,⋅ + ≥ − ∀i i iy w x b iξ  

โดยท่ี 
:w เวกเตอรนํ้าหนักของไฮเปอรเพลน 
:b Bias สําหรับปรับตําแหนงไฮเปอรเพลน 
:iξ คา่ Slack Variable ซึ่งอนุญาตใหขอมูลบางตัวอยาง อยูผดิดานของไฮเปอรเพลนในกรณีท่ีขอมลูซบัซอ้น 
:C ควบคุมคาปรับ (Penalty) สําหรบัขอมูลท่ีไมสามารถแยกไดสมบูรณ 

การเรียนรูเชิงลึก (Deep Learning) เปนเทคนิคท่ีชวยสรางลําดับช้ันของคุณลักษณะ (Feature Hierarchy) จาก
ขอมูลนําเขาโดยใชโครงขายประสาทเทียมหลายช้ัน (Multi-layer Neural Networks) ซึ่งเปนวิธีท่ีไดรับความนิยม เน่ืองจาก
แตกตางจากการสกัดคุณลักษณะดวยมือในระบบการเรียนรูของเครื่องแบบดั้งเดิม (Traditional Machine Learning) โดยวิธีน้ี
สามารถสกัดคุณลักษณะจากภาพไดโดยอัตโนมตัิ เทคนิคการเรียนรูเชิงลึกหลากหลายอัลกอรทึิมถูกนํามาใชเพ่ือบรรลุเปาหมายท่ี
กําหนด โครงขายประสาทเทียมแบบคอนโวลูชัน เปนวิธีการเรียนรูเชิงลึกท่ีถูกใชบอยในการจําแนกประเภทและแบงสวนภาพ 
(Image Classification and Segmentation) และยังเปนโครงสรางพ้ึนฐานของอัลกอริทึมทางดานการเรียนรูเชิงลึกท่ีนํามา
ทดลองในงานวิจัยน้ี อีกท้ัง CNN ยังมีความสามารถในการสกัดคุณลักษณะจากภาพโดยอัตโนมัติ โครงสรางพ้ืนฐานของ CNN 
ประกอบดวยช้ันการคอนโวลูชัน (Convolution) ช้ันการดึงคุณลักษณะ (Pooling) ช้ันการกระตุน (Activation) และช้ัน
เช่ือมโยงแบบสมบูรณ (Fully-Connected) (Anwar et al., 2018) ในกระบวนการทํางานของ CNN จะรับขอมูลท่ีถูกจัด
ประเภทไวแลวตามคลาส เพ่ือนําไปใชปรับปรุงคาพารามิเตอรท่ีสามารถฝกสอนได (Trainable Parameters) เพ่ือเพ่ิมความ
แมนยําในการจําแนก นอกจากน้ียังนําไปใชในการถายทอดการเรียนรู (Transfer Learning) คือกระบวนการถายโอนคานํ้าหนัก 
(Weights) จากแบบจําลองท่ีไดรับการฝกสอนไวลวงหนา (Pre-Trained Model) ซึ่งผานการฝกสอนอยางเขมขนดวยขอมูล
จํานวนมาก แลวทําการถายโอนนํ้าหนักไปยังแบบจําลองอ่ืนท่ีถูกออกแบบมาเพ่ือแกปญหาท่ีเก่ียวของกัน การถายทอดการ
เรียนรูมีประโยชนอยางยิ่งในงานวิเคราะหภาพทางการแพทยท่ีมีจํานวนภาพจํากัด เชน ในงานวิจัยของ Krishnapriya and 
Karuna (2023) ไดใชแบบจําลองถายทอดการเรียนรูท่ีผานการฝกสอนมาแลว ไดแก อัลกอริทึม VGG19 อัลกอริทึม ResNet50 
และอัลกอริทึม Inception V3 เพ่ือจําแนกภาพ MRI ของสมอง ผลการศึกษาแสดงใหเห็นถึงผลลัพธท่ีมีประสิทธิภาพสูงในการ
จําแนกประเภท ดังน้ันงานวิจัย น้ีจึงไดทําการทดลองกับอัลกอริทึม VGG19 อัลกอริ ทึม ResNet50 และอัลกอริทึม 
MobileNetV2 โดยมีรายละเอียดของแตละอัลกอริทึมดังตอไปน้ี  

อัลกอริทึมวีจีจี19 (Visual Geometry Group : VGG19) เปนโครงขายประสาทเทียมแบบ CNN ท่ีไดรับการพัฒนา
เพ่ือใชในงานการจําแนกประเภทภาพและการจดจําวัตถุในภาพ โครงสรางของอัลกอริทึม VGG19 ถูกออกแบบมาใหเรียบงายแต
มีความลึก โดยมีท้ังหมด 19 เลเยอร ประกอบดวย 16 Convolutional Layers และ 3 Fully Connected Layers จุดเดนของ 
อัลกอริทึม VGG19 คือ การใช Convolutional Filters ขนาดเล็ก 3×3 ท่ีมี Padding และ Stride คงท่ี ทําใหสามารถจับ
ลักษณะเดนเชิงพ้ืนท่ีในภาพไดอยางละเอียด อีกท้ังยังใชโครงสรางแบบลําดับช้ัน (Sequential) ท่ีเลเยอรจะตอกันเปนช้ัน ๆ ซึ่ง
ชวยใหการคํานวณมีความเปนระบบและงายตอการนําไปใชงาน อัลกอริทึม VGG19 ไดรับการฝกสอนบนชุดขอมูล ImageNet 
และกลายเปนหน่ึงในแบบจําลองพ้ืนฐานท่ีไดรับความนิยมในงานวิจัยดานคอมพิวเตอรวิทัศนในการจําแนกประเภทภาพ การ
ตรวจจับวัตถุ และการแยกสวนภาพโดยยังคงถูกใชงานในหลายบริบทท้ังในรูปแบบดั้งเดิมและแบบ Pretrained Models ท่ี
นําไปปรับใชในงานเฉพาะทาง (Simonyan and Zisserman, 2015) 

อัลกอริทึมเรสเน็ต50 (Residual Network 50 : ResNet50) เปนโครงขายประสาทเทียมเชิงลึกท่ีมีโครงสราง
ท้ังหมด 50 เลเยอร ซึ่งออกแบบมาเพ่ือเพ่ิมประสิทธิภาพในการเรียนรูขอมูลท่ีซับซอนโดยใชแนวคิด Residual Learning 
โครงสรางของ ResNet50 ประกอบดวย ช้ัน Convolutional Layers ช้ัน Batch Normalization และ ช้ัน Fully Connected 
Layers พรอมการใช Bottleneck Architecture ท่ีชวยลดจํานวนพารามิ เตอรและเพ่ิมความเร็วในการคํานวณ Skip 
Connections หรือเสนทางลัดระหวางเลเยอร ถูกนํามาใชเพ่ือใหขอมูลและกราเดียนสามารถไหลผานโครงขายไดโดยตรง ชวย
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ลดปญหา Gradient Vanishing และเพ่ิมความสามารถในการฝกสอนโครงขายท่ีมีความลึกสงู ResNet50 มีความสามารถในการ
ทํางานในหลากหลายงาน เชน การจําแนกประเภทภาพ การตรวจจับวัตถุ และการแยกสวนภาพ โดยมีจุดเดนในการรองรับการ
ประมวลผลขอมูลขนาดใหญและซับซอนอยางมีประสิทธิภาพ ทําใหเปนหน่ึงในแบบจําลองมาตรฐานท่ีถูกนําไปใชอยางกวางขวาง
ในงานดานคอมพิวเตอรวิทัศน (He et al., 2016)  

อัลกอริทึมโมบายเน็ตวี2 (MobileNetV2) เปนโครงขายประสาทเทียมเชิงลึกท่ีออกแบบมาเพ่ือใชงานบนอุปกรณท่ีมี
ทรัพยากรจํากัด เชน สมารทโฟนและอุปกรณ IoT โดยมุงเนนการลดจํานวนพารามิเตอรและความซับซอนของการคํานวณ 
โครงสรางของอัลกอริทึม MobileNetV2 ใชแนวคิด Depthwise Separable Convolution ซึ่งแบงกระบวนการ Convolution 
ออกเปนสองข้ันตอน ไดแก Depthwise Convolution ท่ีกรองขอมูลแยกตามชอง (Channel) และ Pointwise Convolution 
ท่ีรวมขอมูลจากทุกชองผานการคํานวณแบบ 1x1 Convolution พรอมท้ังเพ่ิมแนวคิด Inverted Residual Block ซึ่งแตกตาง
จาก Residual Block แบบดั้งเดิม โดยใชการขยายมิติขอมูล (Expansion) กอนท่ีจะลดมิติลง (Projection) ทําใหโครงสรางมี
ประสิทธิภาพในการเก็บรักษาขอมูลเชิงลึกพรอมลดการสูญเสียขอมูล และใช Linear Bottleneck แทน ReLU Activation ใน
บางข้ันตอนเพ่ือปองกันการสูญเสียขอมูลในมิติท่ีต่าํ จุดเดนของอัลกอริทึม MobileNetV2 คือ ความสามารถในการรักษาความ
แมนยําของแบบจําลองในขณะท่ีลดการใชหนวยความจําและพลังงาน ทําใหเหมาะสําหรับการประมวลผลขอมูลภาพในงานท่ี
ตองการความเร็วและประสิทธิภาพสูงภายใตขอจํากัดของทรัพยากร (Sandler et al., 2018) 

 

วิธีดําเนินการวิจัย  
 วิธีดําเนินการวิจัยการจําแนกแมลงศัตรูพืชจากภาพถาย โดยใชแบบจําลองท่ีผานการฝกสอนลวงหนาดวยการเรียนรู
เชิงลึก : กรณีศึกษาในจังหวัดอุบลราชธานี ประกอบดวย การเก็บรวบรวมขอมูล การเตรียมขอมูล การเลือกแบบจําลองและการ
ฝกสอนแบบจําลอง โดยมีรายละเอียดดังน้ี 

การเก็บรวบรวมขอมูล การวิจัยน้ีใชชุดขอมูลภาพถายแมลงศัตรูพืช 10 ชนิด ไดจากเว็บไซต iNaturalist (2024) ซึ่ง
เปนแพลตฟอรมชุมชนออนไลนสําหรับการบันทึกและแบงปนขอมูลความหลากหลายทางชีวภาพ โดยขอมูลท่ีนํามาใชในงานวิจัย
มีจํานวนท้ังหมด 4,875 ภาพ ภาพท่ีนํามาใชงานเปนภาพท่ีไมติดลิขสิทธ์ิหรือขอจํากัดในการใชงาน งานวิจัยน้ีใชขอมูลภาพถาย
แมลงศัตรูพืชท่ีสําคัญตอพืชเศรษฐกิจในจังหวัดอุบลราชธานี ซึ่งสรุปไดในตารางท่ี 1  

การเตรียมขอมูล การเตรียมขอมูลเริ่มตนดวยการกําหนดพาธของชุดขอมูล (data path) ซึ่งจัดโครงสรางเปน
โฟลเดอรยอยแยกตามคลาส (Class) เชน class1/ และ class2/ โดยใช ImageDataGenerator เพ่ือโหลดและแปลงขอมูลภาพ 
พรอมท้ังปรับคาสเกลของพิกเซลใหอยูในชวง [0, 1] และแบงขอมูลเปนชุดสําหรับการฝก (รอยละ 80) และชุดสําหรับการ
ตรวจสอบ (รอยละ 20) ดวย validation_split=0.2 และ stratify=y เพ่ือใหสัดสวนของแตละคลาสเทากัน ภาพท้ังหมดถูกปรับ
ขนาดใหตรงกับอินพุตของแบบจําลอง (224x224 พิกเซล) และจัดการในรูปแบบแบตช (batch_size=32) นอกจากน้ี ยังใชการ
ตั้งคา seed (seed_value=42) เพ่ือใหผลลัพธการแบงขอมูลมีความคงท่ีและสามารถทําซ้ําไดในทุกครั้งท่ีรันโปรแกรม ในการดึง
คุณลักษณะ (Feature Extraction) ใชสวนของแบบจําลองท่ีผานการเทรนลวงหนา (Pre-Trained model) เพ่ือแปลงภาพใน
ชุดขอมูลใหเปนเวกเตอรคุณลักษณะ ซึ่งจะถูกใชในแบบจําลอง RF SVM และ LR เพ่ือสรางแบบจําลอง 

การเลือกแบบจําลองและการฝกสอนแบบจําลอง การวิจัยน้ีมุงเนนการประยุกตใชเทคนิคการเรียนรูเชิงลึกรวมกับ
เทคนิคการจําแนกประเภทขอมูล โดยดําเนินการผานโปรแกรม Jupyter Notebook เพ่ือวิเคราะหและประเมินประสิทธิภาพ
ของแบบจําลองท่ีเลือก โดยแบงการศึกษาออกเปนสองสวนหลัก ดังน้ี 

เทคนิคการจําแนกประเภทขอมูล ในข้ันตอนการจําแนกประเภทขอมูล ผูวิจัยไดใชอัลกอริทึมการเรียนรูของเครื่อง 
(Machine Learning) แบบ Supervised Learning เพ่ือตรวจสอบประสิทธิภาพของการสกัดคุณลกัษณะ (Feature Extraction) 
จากแบบจําลองการเรียนรูเชิงลึก ซึ่งประกอบดวย อัลกอริทึม RF อัลกอริทึม SVM และ อัลกอริทึม LR การทดลองน้ีดําเนินการ
ผานไลบรารี scikit-learn โดยตั้งคาพารามิเตอรเปนคาตั้งตน (Default Parameters) สําหรับทุกอัลกอริทึม เพ่ือรักษายุติธรรม
ในการเปรียบเทียบผลลัพธ 

เทคนิคการเรียนรู เชิงลึก ในสวนของการเรียนรู เ ชิงลึก ผู วิจัยไดประยุกตใชเทคนิค Transfer Learning ผาน
สถาปตยกรรมโครงขายประสาทเทียมท่ีผานการฝกฝนบนชุดขอมูล ImageNet ซึ่งประกอบดวย อัลกอริทึม MobileNetV2 
อัลกอริทึม ResNet50 และ อัลกอริทึม VGG19 การทดลองน้ีไดดําเนินการผานไลบรารี Keras และกระบวนการฝกสอนโมเดล
ถูกตั้งคาตามกรอบการทดลองอยางเปนระบบ ดังภาพท่ี 1 โดยผลลัพธจากการถายทอดการเรียนรูนําเสนอในรูปแบบกราฟ     
ดังภาพท่ี 2 ซึ่งแสดงถึงประสิทธิภาพและแนวโนมการเรียนรูของแตละอัลกอริทึม โดยแกน x แสดงจํานวนรอบ (Epochs) สวน
แกน Y แสดงผลคาความถูกตอง (Accuracy) สวนเสนสีทึบ คือ Training Accuracy และเสนเสนประ คือ Validation Accuracy 
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ผลการฝกทําใหเห็นวาอัลกอริทึม VGG เปนตัวเลือกท่ีดีท่ีสุด เน่ืองจากมีคา Training และ Validation Accuracy ใกลเคียงกัน มี
ความผันผวนนอย ขณะท่ีอัลกอริทึม MobileNetV2 อาจเกิด Overfitting และอัลกอริทึม ResNet มีความผันผวนสูง 
 
ตารางท่ี 1 รายละเอียดแมลงศตัรพืูชท่ีนํามาใชในงานวิจัยน้ี 
 

ชื่อ ชื่อวิทยาศาสตร ภาพ จํานวนภาพ 
หนอนรานกินใบ Parasa lepida 

 

256 

ดวงงวงมะพราว Rhynchophorus ferrugineus 

 

769 

ดวงแรดมะพราว Oryctes rhinoceros 

 

390 

แมลงคอมทอง Hypomeces squamosus fabricius 

 

548 

แมลงวันทอง Bactrocera dorsalis 

 

93 

ผีเสื้อหนอนกระทูผัก Spodoptera litura 

 

769 

แมลงสิง Leptocorisa acuta 

 

680 

ผีเสื้อกลางคืน Conogethes punctiferalis 

 

762 

ดวงบาหนามจุดนูนดํา Batocera rufomaculata 

 

462 

ตั๊กแตนปาทังกา Patanga succincta 

 

146 
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ลิขสิทธ์ิโดย คณะวิทยาศาสตร มหาวิทยาลัยอุบลราชธานี 

 
 

ภาพท่ี 1 คําสั่งตั้งคาการฝกสอนและสั่งการสกัดคุณลักษณะ 
 
 

  
(ก) ผลการฝกสอนของอัลกอริทึม ResNet50 (ข) ผลการฝกสอนของอัลกอริทึม VGG19 

 
(ค) ผลการฝกสอนของอัลกอริทึม MobileNetV2 

 

ภาพท่ี 2 กราฟแสดงคาความถูกตองของอัลกอริทึม ResNet50 (ก) อัลกอริทึม VGG19 (ข) และอัลกอริทึม MobileNetV2 (ค) 
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ผลการวิจัยและอภิปรายผล 
การทดลองน้ีดําเนินการเพ่ือเปรียบเทียบประสิทธิภาพของอัลกอริทึมการเรยีนรูเชิงลึกท่ีผานการฝกสอนลวงหนา ไดแก 

อัลกอริทึม MobileNetV2 อัลกอริทึม ResNet50 และอัลกอริทึม VGG19 รวมกับอัลกอริทึมการจําแนกแบบดั้งเดิม อัลกอริทึม 
RF อัลกอริทึม SVM และอัลกอริทึม LR ในการจําแนกภาพถายแมลงศัตรูพืช 10 ชนิด ซึ่งมีจํานวนรวม 4,875 ภาพ ขอมูลไดมา
จากเว็บไซต iNaturalist.org ดังภาพตัวอยางตารางท่ี 1 โดยแบงขอมูลเปนชุดการฝกรอยละ 80 และชุดการตรวจสอบรอยละ 
20 หลังจากเตรียมขอมูลและทํา Feature Extraction ดวยการเรียนรูเชิงลึก แตละอัลกอริทึมถูกทดสอบผานกระบวนการเรยีนรู
แบบ Supervised Learning ภายใตเง่ือนไขท่ีควบคุมดวยคาพารามิเตอรเริ่มตน (Default Parameters) การวัดประสิทธิภาพ
จะพิจารณาผลลัพธเชิงสถิติท่ีมีคาตั้งแต 0 ถึง 1 (เลข 0 หมายถึงนอยท่ีสุด สวนเลข 1 หมายถึงมากท่ีสุด) ไดแก คา Accuracy 
คา Precision คา Recall และคา F1-Score (Sombat et al., 2024) โดยมีผลการทดลองดังตารางท่ี 2 

 
ตารางท่ี 2 ผลการทดสอบประสิทธิภาพของการเรียนรูเชิงลึกและอัลกอริทึมการจําแนกประเภท 
 

Feature 
Extraction 

Classification 
Model 

Accuracy Precision Recall F1-Score 

MobileNetV2 0.880 0.909 0.861 0.885 

ResNet50 0.290 0.600 0.003 0.006 

VGG19 0.607 0.926* 0.311 0.465 

ไมม ี

RF 0.134 0.096 0.099 0.097 

SVM 0.404 0.297 0.286 0.266 

LR 0.390 0.308 0.310 0.307 

 
MobileNetV2 

RF 0.804 0.772 0.651 0.660 

SVM 0.871 0.909 0.809 0.841 

LR 0.898* 0.894 0.853* 0.869* 

ResNet50 

RF 0.386 0.259 0.271 0.250 

SVM 0.236 0.148 0.152 0.101 

LR 0.422 0.346 0.328 0.324 

VGG19 

RF 0.583 0.635 0.418 0.399 

SVM 0.647 0.648 0.493 0.493 

LR 0.752 0.711 0.678 0.690 

 
จากตารางท่ี 2 ผลการทดสอบประสิทธิภาพของการเรียนรูเชิงลึกและอัลกอริทึมการจําแนกประเภท แสดงใหเห็นวา  
อัลกอริทึม MobileNetV2 เปนแบบจําลองท่ีมีประสิทธิภาพดีท่ีสุดเมื่อเทียบกับแบบจําลองอ่ืน โดยเฉพาะเมื่อนําไปใช

รวมกับอัลกอริทึม LR ซึ่งได Accuracy สูงสุดถึง 0.898 และ F1-Score สูงสุดท่ี 0.869 แสดงใหเห็นถึงความสมดุลในการจําแนก
ขอมูลท้ังดาน Precision และ Recall นอกจากน้ี การจับคูกับ SVM ใหคา Precision สูงสุด (0.909) ซึ่งเหมาะสําหรับงานท่ีให
ความสําคัญกับความแมนยําในการจําแนกประเภท โดยมีผลลัพธจากการทํา Confusion Matrix แสดงดังภาพท่ี 3 ซึ่งเปนผลท่ี
นาพึงพอใจ แตมีบางคลาสท่ียังมีความถูกตองในการจําแนกไมมาก เชน แมลงวันทอง และ ตั๊กแตนปาทังกา ท่ีมีความถูกตองใน
การจําแนกคลาสท่ีรอยละ 61.11 และ 74.07 ตามลําดับ เน่ืองจากแบบจําลองเรียนรูไมดีพอในคลาสท่ีมีตัวอยางนอยหรือมี
ลักษณะคลายคลึงกัน ทําใหเกิดความสับสน 

อัลกอริทึม ResNet50 มีผลลัพธท่ีต่ํากวามาตรฐานอยางชัดเจน โดยเฉพาะเมื่อทํางานแบบ Standalone ท่ีใหคา 
Recall เพียง 0.003 และ F1-Score 0.006 ซึ่งสะทอนวาแบบจําลองน้ีไมเหมาะสําหรับขอมูลท่ีใชในการทดลองแตเมื่อนํา 
ResNet50 มาใชรวมกับ LR ไดผลลัพธดี ท่ีสุดในกลุม ResNet50 (Accuracy 0.422, F1-Score 0.324) แตยังคงต่ํากวา 
MobileNetV2 และ VGG19 
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อัลกอริทึม VGG19 มีความโดดเดนในดาน Precision โดยไดคา Precision สูงสุดในแบบ Standalone ( 0.926) 
อยางไรก็ตาม Recall และ F1-Score ยังต่ํา (Recall 0.311 และ F1-Score 0.465) ซึ่งแสดงถึงปญหาความไมสมดุลของการ
จําแนก แตเมื่อนําอัลกอริทึม VGG19 มารวมกับอัลกอริทึม LR พบวาไดผลลัพธท่ีดีข้ึน (Accuracy 0.752 และ F1-Score 0.690) 
แตยังนอยกวาอัลกอริทึม MobileNetV2 

อัลกอริทึมท่ีไมมีการทํา Feature Extraction ประกอบดวย อัลกอริทึม RF อัลกอริทึม SVM และอัลกอริทึม LR โดย
ไมมีการทําการสกัดคุณลักษณะดวยแบบจําลอง Pre-trained ใหผลลัพธต่ําท่ีสุดในทุกดาน โดยเฉพาะ Accuracy ต่ําสุดเพียง 
0.134 และอัลกอริทึม RF คา F1-Score ต่ําสุดอยูท่ี 0.097 แสดงใหเห็นวาการใช Feature Extraction ดวย Pre-trained 
Model ชวยเพ่ิมประสิทธิภาพของแบบจําลองไดอยางชัดเจน 

 

 
ภาพท่ี 3 Confusion Matrix ของ อัลกอริทึม MobileNetV2 (Feature Extraction) รวมกับอัลกอริทึม LR (Classification 
Model) 
 

สรุปผลการวิจัยและขอเสนอแนะจากการวิจัย 
ผลการวิจัยแสดงใหเห็นวาอัลกอริทึม MobileNetV2 รวมกับอัลกอริทึม LR ใหผลลัพธท่ีดีท่ีสุด โดยมีคา Accuracy 

สูงสุดท่ี 0.898 และ F1-Score สูงสุดท่ี 0.869 ซึ่งสะทอนถึงความสามารถในการจําแนกภาพแมลงศัตรพืูชไดอยางมีประสทิธิภาพ 
ในขณะท่ีแบบจําลอง ResNet50 ใหผลลัพธต่ําสุด โดยเฉพาะเมื่อใชงานแบบ Standalone เน่ืองจากปญหาความไมสมดุลของ
ขอมูลและความซับซอนของโมเดล (He and Garcia, 2009) ในทางกลับกัน VGG19 มีความโดดเดนในดาน Precision แตยัง
ขาดสมดุลใน Recall การวิจัยน้ีช้ีใหเห็นวา การผสานการเรียนรูเชิงลึกกับอัลกอริทึมแบบดั้งเดิมชวยเพ่ิมความแมนยําในการ
จําแนกประเภทขอมูลไดอยางชัดเจน ดังน้ัน จึงแนะนําใหนําแบบจําลอง MobileNetV2 ในรูปแบบผสมผสานกับ LR ไปพัฒนา
เปนระบบตรวจจับแมลงศัตรพืูชเชิงปฏิบัติการ เชน แอปพลิเคชันสําหรับเกษตรกรหรืออุปกรณ IoT เพ่ือลดการใชสารเคมีท่ีไม
จําเปน สนับสนุนการเกษตรแบบยั่งยืน และเพ่ิมขีดความสามารถในการจัดการศัตรูพืชอยางมีประสิทธิภาพในอนาคต 
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