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ABSTRACT 
 
The assessment of English speaking in EFL environments can 
be inherently subjective and influenced by various factors 
beyond linguistic ability, including choice of assessment 
criteria, and even the rubric type. In classroom assessment, the 
type of rubric recommended for English speaking tasks is the 
analytical rubric. Driven by three aims, this study analyzes the 
scores and comments from two raters on 28 video-recorded 
Thai engineering students’ oral presentations using a detailed 
analytical rubric that covers content, delivery, and visuals. First, 
it investigates rater reliability by comparing raters’ scores using 
Intraclass Correlation Coefficient (ICC) and ANOVA. Second, 
applying generalizability theory (G-theory), the correlations 
between the scores are examined to understand the 
relationships between different assessment dimensions and 
how they contribute to a comprehensive evaluation of speaking 
proficiency. Third, a thematic analysis is performed on raters’ 
comments to gain a deeper understanding of raters’ rationale. 
The findings suggested that a higher number of raters increases 
the reliability of the ratings, although diminishing returns are 
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observed above a certain threshold. Also, several key themes 
emerged in relation to the criteria. The study highlights the 
crucial role of detailed analytical rubrics and cooperation 
sessions between raters in improving the reliability of oral EFL 
assessments.  
 
Keywords: analytical rubric, reliability, speaking assessment, 
generalizability theory, raters 

 
Introduction  

 
 Reliability in the assessment of language proficiency is of central 
importance and forms the basis for the integrity of the evaluation results 
(Brown, 1995). In the context of assessing EFL learners’ speaking skills, 
reliability ensures that the results are consistent and accurate and reflect the 
actual abilities of the candidates, regardless of external variables such as 
different raters or assessment conditions. Among the various reliability 
measures, inter-rater reliability stands out due to its crucial role in language 
proficiency assessment, which often involves multiple raters (Brown, 1995; 
Sundqvist et al., 2020). In fact, when collecting information from raters for 
assessments, the consistency of scores does in fact need to be examined. 
Measuring inter-rater reliability can assess the degree of agreement between 
raters and minimize subjective biases that could distort the evaluation of 
language performance.  
 Improving the reliability of speaking performance assessments in 
EFL contexts has attracted considerable attention in educational research. 
The search for more reliable assessment methods has led to various strategies 
aimed at mitigating the challenges of subjectivity and inconsistency in raters’ 
judgments (Burak, 2018; Wind & Peterson, 2017). Apart from the 
implementation of training programs for raters, another key strategy is the 
use of detailed analytical rubrics that break down speaking performance into 
individual components, such as fluency, accuracy, coherence and appropriate 
use of technical language (Burak, 2018; Davis, 2015; Rubin et al., 1995). These 
rubrics serve to clarify expectations and provide a structured framework for 
assessment, thereby reducing the subjectivity associated with the assessment 
of speaking skills. Research has shown that the reliability of assessments 
improves significantly when raters use clearly defined rubrics, resulting in a 
more consistent and equitable assessment of students’ speaking skills (Bijani, 
2018; Brown, 1995; Huang et al., 2018). 
 Despite extensive research on inter-rater reliability and the use of 
analytical rubrics in assessing language proficiency (Brown, 1995; Lumley, 
2002), there remains a gap in understanding the correlation between the 
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different assessment dimensions and the specific rationale that raters apply 
when awarding scores. Previous studies have focused primarily on 
quantitative measures of reliability without examining the qualitative aspects 
of rater behavior and decision-making processes (Bachman & Palmer, 2012; 
Davis, 2015). This study aims to fill this gap by not only examining inter-rater 
reliability and the effects of varying numbers of raters, but also conducting a 
thematic analysis of rater comments to uncover the underlying themes and 
rationales for their rating decisions. By considering both quantitative and 
qualitative aspects, this research aims to offer a comprehensive understanding 
of rater reliability and provide practical insights for improving the fairness 
and consistency of oral presentation ratings in EFL contexts. 
 The importance of considering the number of raters involved in the 
assessment process has also been emphasized. Studies based on 
generalizability theory (G-theory) have investigated how the number of raters 
affects the reliability of speaking ratings and have found that a higher number 
of raters can improve the reliability of ratings (Burak, 2018; Fan & Yan, 2020; 
Hidri, 2018; Tran & Hang, 2021). Nevertheless, practical limitations such as 
the availability of trained raters (Fan & Yan, 2020) should also be considered. 
Limited resources and time mean that recruiting multiple raters for speaking 
assessments is often infeasible, especially if these raters are also expected to 
provide feedback to individual students (Putri et al., 2019).  
 This study examines the use of a detailed analytical rubric in an oral 
presentation course for Thai engineering students. It is driven by three main 
objectives. First, it aims to investigate the inter-rater reliability in the 
assessment of these students’ speaking performance. Second, the study draws 
on generalizability theory to examine the effects of varying numbers of raters. 
Third, the study examines the raters’ reasoning process when allocating scores 
to English oral presentation assessments. These aims are important in that 
they address key challenges in the assessment of speaking skills and aim to 
improve the reliability of such assessments (Bijani, 2018; Brown, 1995; 
Sundqvist et al., 2020). In this way, the study can help to ensure that EFL 
students are assessed in a way that truly reflects their abilities and potential. 
 

Research Questions 
 

1. What is the inter-rater reliability in the assessment of students’ speaking 
performance?  
2. How does the varying number of raters affect the assessment of students’ 
speaking performance, as examined by generalizability theory?  
3. What is the raters’ reasoning process when allocating scores to English oral 
presentation assessments? 
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Literature Review  
 

The assessment of speaking performance in EFL environments 
involves a variety of methods, each of which has its own advantages and 
challenges (Putri et al., 2019; Tran & Hang, 2021).  Traditional assessment 

methods range from face-to-face oral interviews to group discussions and 
presentations (Huang et al., 2018). More modern approaches include the use 
of digital recordings and computer-assisted communication, which offer new 
opportunities for the assessment of speaking skills (Gan, 2013). These 
methods aim to measure a range of language competencies, including fluency, 
coherence, grammatical accuracy, and appropriate use of technical vocabulary 
(Lee, 2007; Ugiljon, 2018). 
 Despite the variety of assessment methods, the literature repeatedly 
points to a critical problem: the limitations of accurate assessment of speaking 
performance (Iberri-Shea & Hui, 2017), one of which is the issue of reliability. 
When evaluating reliability, four strategies can be applied: test-retest 
reliability, parallel-form reliability, internal consistency, and marker reliability. 
In speaking assessment, where the evaluation process relies chiefly on the 
rater’s judgement, marker reliability is the focal point to achieve. Two aspects 
of marker reliability are intra-rater and inter-rater reliability. When one rater 
determines the score, the only thing that matters is the rater’s intra-rater 
consistency. If there are multiple raters, inter-rater reliability is important to 
maintain uniformity among the raters. 
 Inter-rater reliability (IRR) is of crucial importance in studies that 
involve subjective measurements, particularly the assessment of speaking 
performance (Bruton et al., 2000). It assesses the extent to which different 
raters assess the same phenomenon consistently and thus provides a measure 
of the reliability of the ratings. High inter-rater reliability indicates that the 
assessment method provides stable and consistent results, regardless of who 
is carrying out the assessment (Stolarova et al., 2014).    
   The subjective nature of language assessments can lead to significant 
variations in the scores given by different raters based on their perceptions, 
biases and interpretations of the criteria (Ekmekçi, 2016; Lee, 2007; Wind & 
Peterson, 2017). EFL environments present particular challenges for 
maintaining high inter-rater reliability. These include the different linguistic 
backgrounds of raters, varying degrees of familiarity with the specific jargon 
of academic disciplines, and differences in personal evaluation style (Brown, 
1995; Lamprianou et al., 2021; Wind & Peterson, 2017). Research has 
consistently shown that variability in raters’ judgments can significantly affect 
the results of speaking assessments (Huang et al., 2018). Studies have also 
shown that without structured training and clear scoring rubrics, raters may 
apply the criteria inconsistently, leading to unreliable scoring results (Bijani, 
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2018; Brown, 1995; Burak, 2018). It is thus crucial for raters to understand 
the rubric and conform with the standard. 
  To address this issue, research suggests several strategies, including 
the development of detailed, discipline-specific rubrics and comprehensive 
training programs for raters. These approaches aim to improve inter-rater 
reliability by clarifying scoring criteria and ensuring that raters have a shared 
understanding of the constructs being assessed (Brown, 1995; Lumley, 2002; 
Sundqvist et al., 2020). In addition, involving multiple raters and using 
statistical methods to measure reliability are also recommended practices to 
mitigate the subjective nature of speaking ratings (Burak, 2018; Ekmekçi, 
2016; Sundqvist et al., 2020). Ultimately, improving the reliability of 
assessments of EFL students’ speaking performance requires a concerted 
effort to address the inherent challenges of subjective assessment, which 
underscores the need for continued research and innovation in assessment 
practices (Bijani, 2018; Burak, 2018; Davis, 2015; Sundqvist et al., 2020). 
 
Generalizability Theory 
 
 Generalizability Theory, developed by Lee Joseph Cronbach and his 
colleagues, provides a comprehensive framework for evaluating the reliability 
of psychological tests, educational assessments, and various other types of 
measurements (Leung, 2015). G-Theory offers a methodological approach to 
disentangle the multiple sources of error that affect measurement and 
provides a more sophisticated analysis than classical test theory, which 
generally considers only one source of error at a time (Brennan, 2001). 
 In educational contexts, G-Theory is helpful in evaluating the 
reliability of assessments by analyzing the extent to which different sources 
of variability (e.g., assessors, tasks, occasions) influence the results. This 
analysis helps understand how different criteria of an assessment contribute 
to overall measurement error, thus providing educators with guidance on how 
to improve the reliability of their assessments (Vacha-Haase et al., 1998). An 
analysis based on G-theory usually consists of two phases: a G-study and a 
D-study. In a G-study (generalizability study), researchers estimate the various 
sources of error and their extent. The subsequent D-study (decision study) 
uses this information to develop the most efficient and reliable measurement 
procedures tailored to specific purposes (Shavelson & Webb, 1991). 
 For the assessment of speaking proficiency, especially in settings 
where English is a second language, G-theory provides a valuable framework 
for researchers and educators to examine how various factors, such as rater 
bias, task difficulty, and test conditions, affect the consistency of speaking 
scores (Jason & Xun, 2020). Although it is not the only method available, 
studies using G-Theory in EFL settings have highlighted its usefulness in 
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improving the fairness and accuracy of speaking proficiency assessments 
(Lee, 2007). By identifying key sources of error, institutions can implement 
more reliable assessment strategies, such as standardized assessment 
protocols, to ensure that results more accurately reflect students’ actual 
language proficiency. 
 In the context of assessing EFL students’ speaking performance, the 
application of G-Theory would enable this study to systematically investigate 
and address the variability in raters’ scores to improve the reliability and 
fairness of the assessments. By examining how the varying number of raters 
affects the generalizability of the ratings, the study aims to create more robust 
and equitable assessment frameworks. 
 

Methodology  
 
 This research integrates quantitative and qualitative data to provide a 
deeper insight into assessment reliability. The choice of this design was 
justified by the objectives of the study, which require an examination of 
numerical data to assess inter-rater reliability, as well as an exploration of 
raters’ explanations. 
  A generalizability study (G-study) was also designed to investigate the 
sources of measurement error that might affect the reliability of EFL 
students’ oral presentation ratings. In this study, the “individual sources” refer 
to the various components that contribute to the overall variance in the 
assessment results. Specifically, these are the following sources.  
 
Table 1 
 
Components of Source Variances in Rater Assessment 
 

Sources Definition 

Student (S) The individual differences between the students being assessed. 
Rater (R) The individual differences between the raters scoring the 

presentations. 
Criteria (C) The specific dimensions or criteria of the rubric used for scoring, 

which are content, delivery, visuals. 
Interactions The combined effects of these components, such as how different 

raters may score different criteria for the same student e.g., student-
rater interaction (SR), student-criteria interaction (SC), rater-criteria 
interaction (RC), and student-rater-criteria interaction (SRC). 

 
 To quantify the amount of variance, analysis of variance (ANOVA) 
methods, which allow the partitioning of the observed variance into its 
individual sources, were used. These results were crucial for the design of the 
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subsequent decision study (D-study), which used this information to optimize 
the assessment design and improve the reliability of our assessment 
procedure. 
 That is following the G-study, a decision study (D-study) was 
employed for the identified variance components to predict the reliability of 
different assessment designs. This study examined how the reliability of the 
ratings could be optimized by varying the number of raters. To this end, the 
generalizability coefficient (G coefficient) was calculated for different 
numbers of raters to determine the ideal number that reconciled reliability 
with practical constraints such as the availability of raters. The D-study aimed 
to help make informed decisions about the optimal assessment conditions 
that minimize error while ensuring efficient use of resources. 
 Meanwhile, qualitative analysis was conducted on raters’ comments 
to understand the rationales that may have influenced the reliability of the 
speaking assessments. These included perceptions of scoring criteria, and the 
challenges faced when assessing EFL students’ oral presentation. 
 
Participants  
 
 The main participants were two raters who assessed an intact group 
of 28 engineering EFL students from a public university who were enrolled 
in a listening and speaking course, Communication and Presentation Skills, in 
the academic year 2021. The two selected raters are native speakers who have 
more than five years of experience in teaching this course. They were the 
main instructors who helped develop the course and the task. Prior to and 
after scoring, the raters had a brief training session to familiarize themselves 
with the analytical rubric and calibrate their scoring. EFL students were from 
mixed majors of computer engineering, industrial engineering and nuclear 
engineering. These engineering students were mostly in their second year with 
a few of them in their third year.  
 
Rater Selection 
 
 The credibility of the research results depends to a large extent on the 
competence and consistency of the raters. The raters were selected based on 
several criteria. Firstly, both raters hold a degree or are certified in English 
language education. Their academic qualifications provide a solid foundation 
in teaching and assessment skills. Secondly, the selected raters have more than 
five years of teaching experience in this course. Their extensive experience in 
teaching and assessing speaking skills ensures that they are familiar with the 
course content and expectations for student performance. Thirdly, a 
consultation session after the assessment was conducted every semester to 



 
Limgomolvilas & Sukserm (2025), pp. 110-134 

LEARN Journal: Vol. 18, No. 1 (2025)  Page 117 

align their scoring standards. The consultation between raters aimed to 
minimize rater bias and ensure consistent application of the rubric. Finally, 
raters have proven to be reliable on previous assessments. Their past 
performance, as evidenced by high inter-rater reliability scores in a similar 
study (Naphon, 2017), demonstrates that they can consistently and accurately 
rate speaking performance. Therefore, the selection of these raters was based 
on their qualifications, experience and proven reliability, which are critical to 
the credibility of the research findings. 
 
Oral presentation task  
 
 As part of their course, students completed an oral presentation, 
which accounted for 15% of the grade. The task was designed to assess the 
ability to orally present technical content on an engineering-related topic to a 
non-technical audience with a time limitation between three and four 
minutes. Since the class was delivered during the COVID pandemic, students 
were required to complete their presentation as a video recording. Students 
were not permitted to edit the audio components of their video, but were 
permitted to edit the visual elements to incorporate their slides. Students were 
assigned the task, and given a month to prepare and practice the presentation 
with their instructor before submitting their video recording.  A Google drive 
link for each class was provided for students to upload their materials as well 
as the presentation slides. Two raters then independently evaluated the 
students’ presentations based on the same rubric (see Appendix) and 
provided explanations for the scores on an Excel sheet organized by the 
course coordinator. Before the pandemic, a cooperation session between 
raters after assessment was held immediately after the presentation for raters 
to discuss scores agreement as well as their comments. During the pandemic, 
raters discussed with each other only when the score difference was over 
three. 
 
Rubric for Oral Presentation 
 
 The rubric for the oral presentation was a modified version of a rubric 
that had been developed several years earlier, which was reported by Naphon 
(2017) to exhibit strong inter-rater reliability. This rubric was chosen because 
it has proven to be effective in the uniform and fair assessment of oral 
presentations. It breaks down the scoring into specific, detailed components 
and ensures that scorers have clear criteria to follow, reducing subjectivity and 
increasing reliability. The current version of this rubric comprises three 
specific dimensions of oral presentations:  Content (Story and Organization), 
Delivery (Body language and Language), and Visuals. For each dimension, 



 
Limgomolvilas & Sukserm (2025), pp. 110-134 

LEARN Journal: Vol. 18, No. 1 (2025)  Page 118 

there are detailed descriptors with examples of five different levels of 
performance (fail, poor, average, strong, and superior) allowing a range of 
scores from 1 to 10. In terms of Content, this area evaluates the organization 
of the presentation, the clarity of the main idea, the logical flow of 
information, and the ability to engage the audience with a coherent and 
compelling narrative. It includes criteria such as the effectiveness of the 
introduction, the development of the main points, the use of evidence and 
examples, and the strength of the conclusion. Regarding Delivery, this section 
assesses the speaker’s body language, including eye contact, gestures and 
posture, as well as vocal characteristics such as volume, clarity, pace and 
intonation. It also examines the flow of speech, pronunciation and use of 
language, including grammar and vocabulary. For Visuals, this section 
assesses the quality and effectiveness of the visual aids used in the 
presentation. This includes the design and clarity of the slides, the 
appropriateness and integration of images and text, and how well the visual 
aids support and enhance the verbal presentation. The rubric was distributed 
to students when assigning the task.  
  
Data Collection 
 
 The scores and comments were collected from the two qualified 
raters for an intact group of 28 students, out of a total cohort of 12 sections. 
The quantitative data included the numerical scores for each dimension, while 
the qualitative data consisted of the raters’ written comments explaining their 
scoring decisions. In other words, the quantitative data consisted of the scores 
given by two raters for each of the 28 oral presentations given by the students. 
Each oral presentation comprises five sets of data, which are scores on 
content, scores on delivery, scores on visuals, total scores, and comments. 
The qualitative data consisted of the written comments made by the raters 
during the evaluation of the oral presentations. These comments were 
recorded in an Excel spreadsheet organized by the course coordinator. The 
comments were then analyzed thematically to identify key themes and 
patterns in the rater’s behavior and decision making. 
 
Data Analysis 
 

The quantitative data obtained from the raters’ ratings were analyzed 
using statistical software. The analysis focused on the calculation of the inter-
rater reliability coefficient. Inter-rater reliability was assessed using intraclass 
correlation coefficients (ICC) for continuous rating scales, which are a 
measure of the degree of agreement between raters. Moreover, the effect of 
different numbers of raters on the reliability of scores was investigated using 
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generalizability theory (G-theory). The data analysis comprised two main 
phases: a Generalizability study (G-study) and a decision study (D-study). 
First, the G-study was conducted to identify and estimate the various sources 
of error in the assessment process. For this purpose, the total variance of the 
assessment results was broken down into components attributable to the 
raters, the criteria assessed and the students, as well as their interactions. 
Using analysis of variance (ANOVA), we were able to partition the observed 
variance into these individual sources. This step helped understand how 
much each factor contributed to the overall measurement error.  

Next, the D-study used the information from the G-study to predict 
the reliability of different assessment designs. In this phase, how increasing 
the number of raters would affect the reliability of the results was examined. 
The generalizability coefficient (G coefficient) for various numbers of raters 
was calculated to find the optimal balance between reliability and practical 
constraints. By varying the number of raters, it is clearly seen to what extent 
reliability may be improved and at which point adding more raters would 
provide diminishing returns. These two phases allowed us to 
comprehensively analyze and optimize the assessment process to ensure that 
the ratings were both reliable and practical to implement. Qualitative data 
were also examined through a thematic analysis of raters’ comments to gain 
a deeper understanding of the criteria and rationale used during the 
assessment process. 
 

Findings 
 

 The main findings of this study show that the inter-rater reliability of 
the assessments was generally moderate to good, and that higher reliability 
would be achieved by using multiple raters. The analysis revealed significant 
correlations between the different assessment dimensions, underlining the 
importance of a detailed analytical rubric. In addition, thematic analysis of the 
raters’ comments identified several key themes that influenced rating 
decisions, including Content, Delivery and Visuals. These findings highlight 
the effectiveness of structured rubrics and the potential benefits of rater 
collaboration in improving the consistency of oral presentation assessments. 
 
Reliability in the Assessment of EFL Students’ Speaking Performance 
among Raters 
 
 Table 2 below shows the scoring of two different raters evaluating 
criteria of EFL students’ oral presentations. These criteria were divided into 
three categories: Content, Delivery and Visuals. 
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Table 2 
 
Raters’ Scores of English Oral Presentations 
 

Criteria 
Rater 1 Rater 2 

M SD M SD 
Content 7.66 0.96 7.23 1.40 

Delivery 6.92 1.35 7.44 1.23 

Visuals 7.41 0.77 7.74 0.62 

Total 21.60 2.69 22.17 2.57 

  
 The ratings of the two raters appear to be quite similar, with only 
minor differences in the various criteria. Rater 1’s rating had slightly lower 
mean scores for delivery (M = 6.92; SD = 1.35) and overall rating (M = 21.60; 
SD = 2.69) compared to Rater 2 (M = 22.17; SD = 2.57). These differences 
indicate that Rater 1 might apply a stricter interpretation of the delivery 
criterion, which was reflected in a slightly lower mean and a higher standard 
deviation. However, both raters gave relatively similar scores, indicating a 
general consistency in their ratings. 
 
Table 3 
 
Intraclass Correlation Coefficient 
 

Types 
Intraclass 

Correlation 

95% Confidence Interval F Test with True Value 0 

Lower 
Bound 

Upper 
Bound Value df1 df2 Sig 

Single 
Measures 

.575 .263 .778 3.706 27 27 .001* 

Average 
Measures 

.730 .417 .875 3.706 27 27 .001* 

*p < .05 
 
 To verify reliability, an inter-rater reliability check was conducted. 
Table 3 shows two types of intraclass correlation coefficients (ICCs)—single 
measures and average measures—with the corresponding 95% confidence 
intervals and significance levels of an F-test. The ICC for individual measure 
was .575, indicating moderate agreement between individual raters. The 95% 
confidence interval ranged from .263 to .778, indicating that the true ICC may 
lie within this range. The F-test value of 3.706 with 27 degrees of freedom for 
both the numerator (df1) and the denominator (df2) was statistically 
significant (p = .001), meaning that the agreement between raters was 
significantly better than would be expected by chance. 
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 In terms of average measures ICC, the value was .730, which is 
generally considered a good level of reliability and indicates that the average 
ratings of the raters were consistent with each other. The 95% confidence 
interval for the ICC of the average scores was wider, ranging from .417 to 
.875, indicating stronger agreement between raters when their ratings were 
averaged. The same F-test statistics were found as for the individual measures, 
indicating statistical significance. 
 According to Koo and Li (2016), ICC values between 0.5 and 0.75 
indicate moderate reliability, while values between 0.75 and 0.9 indicate good 
reliability. The results, therefore, demonstrate moderate to good agreement 
between raters in their ratings of oral presentations, and this agreement was 
statistically significant. The average scores provided a more reliable rating 
than the individual scores, which is typical as averaging generally reduces 
random error. 
 
The Effects of Varying Numbers of Raters 
 
Table 4 
 
G-study for S x R x C Design Where Each Student (S) was Assessed in Three Criteria 
(C) by Two Raters (R) 
 

Source of 
variance 

Sum of 
Squares 

df Mean 
Square 

Estimated Error 
components 

Percentage of 
Error variance 

S 123.78571 27 4.58466 .71017 37.5 

R 0.59524 1 0.59524 .00323 0.2 

C 17.19048 2 8.59524 .07349 3.9 

SR 8.73810 27 0.32363 .10788 5.7 

SC 70.14286 54 1.29894 .34215 18.1 

RC 3.47619 2 1.73810 .04012 2.1 

SRC, e 33.19048 54 0.61464 .61464 32.5 

Total 257.11905 167   100 

 
 Table 4 contains the results of a G-study investigating the sources of 
variance in the assessment of oral presentations, examining how the students 
(S), raters (R) and criteria (C) of the presentations (content, delivery, and 
visuals) contributed to the variance in the overall evaluation as follows: 
 S: Variance among the students accounted for 37.50% of the total 
variance, with an estimated variance component of 0.71, the largest 
contribution, suggesting that different students had a significant impact on 
scores. 
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R: The variance attributable to raters was almost negligible, with an 
estimated component of <.01 and only 0.20% of the total variance, indicating 
that rater bias did not have a significant impact on assessment outcomes. 
 C: The variance due to different criteria of the presentations 
considered in the assessment process contributed to 3.90% of the total 
variance with an estimated component of 0.07, suggesting that it had some 
influence on the scores but was not as significant as the sentences. 
  SR interaction: The interaction between students and raters had a 
small, estimated variance component of 0.11 and accounts for 5.70% of the 
total variance. 
 SC interaction: This interaction was more pronounced, with a 
variance component of 0.34 and accounting for 18.10% of the total variance, 
suggesting that the way different criteria were rated could vary considerably 
depending on the students. 
 RC interaction: With a component of 0.04, the interaction between 
raters and criteria contributed only slightly (2.10%) to the total variance. 
 SRC interaction: This triple interaction had a considerable influence 
with an estimated variance component of 0.61 and a share of 32.50% of the 
total variance. This means that the combination of the factor’s student, rater 
and criteria introduced a considerable degree of variability into the ratings. 
 Overall, the study showed that the largest sources of variance were 
the students who completed the assessment and the complex interactions 
between students, raters and criteria, which together accounted for a 
significant proportion of the total variance in the assessment. Variability due 
to raters alone was minimal, indicating consistent scoring by different raters. 
However, when raters interacted with different students and criteria, 
variability increased, which could indicate that certain raters rated some 
criteria differently depending on the specific students who completed the 
scenario. 
 
Table 5 
 
D-Study for S x R x C When Number of Criteria in Rubric = 3 and Number of Raters 
Ranging from 1 to 5 
 

 Rater (s) 1 2 3 4 5 
Criteria 3 3 3 3 3 

Error Variance 
σ²Rel 0.10788 0.05394 0.03596 0.02697 0.02158 

σ²Abs 0.11111 0.05556 0.03704 0.02778 0.02222 

G-Coefficient 
𝜌²Rel 0.86813 0.92941 0.95181 0.96341 0.97051 

𝜌²Abs 0.86471 0.92745 0.95043 0.96236 0.96966 
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Table 5 shows the results of a D-study, which was an extension of the 
theory of generalizability. This study examined how different numbers of 
raters would affect the reliability of scores for oral presentations assessed 
under three criteria. Firstly, relative error variance (σ²Rel) decreased as the 
number of raters increased. With one rater, the error variance is 0.10788, but 
it decreased continuously to 0.02158 when there were five raters. Meanwhile, 
absolute error variance (σ²Abs) decreased as the number of raters increased, 
from 0.11111 for one rater to 0.02222 for five raters.  

 The G-coefficient for relative generalizability (𝜌²Rel) increased with 
the number of raters. It started at 0.86813 for one rater and improved to 
0.97051 for five raters. In the same way, the coefficient for absolute 

generalizability (𝜌²Abs) reflected the reliability of the absolute decisions. It 
followed a similar pattern to the relative coefficient and increased from 
0.86471 for one rater to 0.96966 for five raters. 
 Therefore, the results of the D-study clearly show that the reliability 
of the oral presentation assessment improved significantly as the number of 
raters increased. When the number of raters increased from one to five, both 
the relative and the absolute G coefficient approached the value of 1, which 
indicated a very high reliability. Nevertheless, the aim for these coefficients 
was to reach or exceed a threshold of 0.80, which is generally considered the 
minimum for an assessment to be deemed highly reliable. That is, a G-
coefficient of 0.86813 or 0.86471 for a single rater was within this acceptable 
range, particularly when the addition of more raters may not be feasible due 
to resource constraints. As Crocker and Algina (1986) point out, in cases 
where achieving perfect reliability is challenging—such as with subjective 
tasks like oral presentations—a reliability coefficient above 0.80 is often 
sufficient to ensure confidence in the results. Thus, the G-coefficients for 
both relative and absolute reliability, which were slightly above this threshold, 
indicate that a single rater is likely adequate for reliable scoring of oral 
presentations across the three criteria. Furthermore, Nunnally (1978) claims 
that a reliability coefficient of 0.70 or more may be acceptable in the initial 
stages of research, while higher values — such as 0.80 or more — are 
preferable in applied settings where the ratings influence important decisions. 
Therefore, the single-rater reliability observed here, which was just above the 
0.80 mark, supports the argument that the reliability of the assessment was 
sufficient for practical purposes. 
 
Reasons for the Assigned Scores 
 
 In analyzing the raters’ comments on the oral presentation 
assessments, several key themes emerged in relation to the three main criteria 
in the rubric: “Presentation not bad, but voice a bit soft; lacks 
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energy/enthusiasm.  Memorized script delivered in monotone voice.  Some 
mispronunciations.  Pretty good PowerPoint. Well organized and interesting 
content.” This comment is one of the comments from the raters. Although 
different themes were found, they had been classified here for better 
comprehension according to the rubric. Subcategories were identified and 
categorized under the three criteria. These themes help understand what 
influences the raters’ scoring decisions.   
  
Theme 1: Delivery  
 
 After dividing comments by categories and tone (positive or 
negative), the comments were further analyzed in comparison with the detail 
in the rubric as shown in Table 6. As a result, raters’ comments related to the 
students’ delivery can be sorted into three subcategories: language, body 
language and voice. The comments on language mentioned language and 
pronunciation errors, pauses and pace. These terms can be referred to as 
language fluency. In fact, when students could display good language, 
pronunciation, and pace, they received a comment of “excellent fluency” or “good 
fluency”. Second, body language involved gestures, postures and eye contact. 
Not many comments on body language were identified since many of the 
students recorded their video while sitting. Most of the comments in this 
theme related to eye contact and movement.  
  The third sub-theme, voice, entailed intonation, volume, and 
naturalness. This indicates another fluency aspect as proficient English users 
should know how to put stress on words and vary intonation in sentences. At 
times, volume presented a problem to the raters’ understanding as some 
speakers spoke too quietly. In addition, a theme of students reading from a 
script was detected in several subcategories with rater’s experience. This 
suggests that many students did not put as much effort into their performance 
they were expected to due to the convenience of technology.  
 
Table 6 
 
Themes on Delivery 
 

Delivery (Body language & Language) 

Voice  Good voice control 5 Flat/monotone 12 
Okay voice control 3 Scripted 6 
Enthusiastic  3 Unenthusiastic/Uninterested 4 
Loud voice 1 No vocal variety 3 
  Almost too low/ Hard to hear 3 
  Seemed dubbed 2 

  Exaggerated 1 
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  Seemed to go up and down 1 
  Issue with intonation 1 

Pace Good fluency 5 Reading from script 7 
Okay fluency 3 Pauses 4 
Excellent fluency 1 Struggled  3 
Fairly fluent 1 Fluency issues 1 
  Pace a bit quick 2 

Body Good/nice use of hand 
gestures 

4 No eye contact 5 

Good body language 2 Eye contact fixed 4 
Some gestures    

1 
Can't assess gestures/ No gestures 3 

  Body lang a bit nervous 1 
  Eye control all over 1 

   Eyes moving like reading a script 1 
Language  Excellent English 1 Some pronunciation and lang errors 9 

  Some minor language and 
pronunciation errors/ issues 
Not good/ Poor enunciation/ No 
energy 
Grammar error 

9 
 
8 
 
2 

  Some target language errors 1 

Overall Good delivery 6 Looking at notes a bit 1 
Confident 2 Negative delivery 1 
Average delivery/ 
presentation 
Strong delivery 

2 
 
1 

Sluggish delivery 1 

Good energy 1   
Natural Delivery 1   
Genuine effort on 
delivery with the eyes, 
vocal variety, smiles 

1   

 
Theme 2: Content and Organization 
 
 Raters paid close attention to how well presenters caught the 
audience’s attention and explained their content, particularly in relation to 
technical terms. The subcategories standing out under this theme were hook, 
structure and transitions, conclusion, and content. It is worth noticing that 
one rater focused consistently on the hook and transitions, making both 
positive and negative comments, while the other rater made very few positive 
comments on these criteria. This reflects the nature of the first rater who 
tended to explain both the positive and negative qualities. The second rater, 
however, was inclined to only comment on certain criteria if the student did 
not meet a high standard. On some occasions, the second rater even provided 
a long explanation on how bad the presentation was.  
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  Apart from that, both raters appreciated presenters who could convey 
complex concepts in understandable terms, suggesting that the ability to 
translate technical information for a general audience was an important 
criterion. Accordingly, three other common themes in raters’ comments on 
content, which were somewhat intertwined, were length, technical content, 
and interestingness. The integration of technical or engineering content was 
one way for students to prove their ability in presenting their background 
knowledge to a non-technical audience in an interesting way and a specified 
time.  
 
Theme 3: Visuals 
  
  Four subcategories under this theme were overall, text, image, and 
presentation. The main word used to describe overall visuals was okay, while 
other common comments involved the issue of inconsistency and clutter. 
Text and image were the only two categories that did not contain any positive 
words. In addition, wordy was found to be the major negative comment for 
text. Presentation was mentioned by both raters in terms of the presenter’s 
effectiveness and delivery when using PowerPoint or slides. A few comments 
described how presenters could not coordinate the visuals to maintain the 
audience’s attention. 
 
Theme 4: Others  
 
  Apart from the themes and subcategories above, other keywords 
related to time and professionalism. They are listed in the rubric as 
requirements that students must follow to avoid score penalties. For example, 
scores were reduced for any presentation above or under the time limit of 
three to four minutes. Professionalism in this case refers to the dress code, 
which required students to wear a proper uniform. Time and professionalism 
did not fall under any categories above and these penalties were deducted 
from the total scores.  
 
Table 7 
 
Themes (Categorized into Subcategories) 
 

Content Delivery Visuals 

-Hook 
-Structure and transition 

-Content 
-Conclusion 

-Language 
-Body language 

-Voice 

-Overall 
-Text 

-Image 
-Presentation 
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 In summary, raters’ comments demonstrated a multi-faceted 
approach to evaluating oral presentations, assessing not only the content but 
also the way in which the presenter delivered and presented it with visuals. 
As shown in Table 7, raters emphasized the importance of structuring the 
technical content to captivate the audience’s attention, dynamically 
supporting the content with visuals, and using language skills effectively. 
  

Discussion 
 

Inter-rater Consistency  
 
 The investigation of inter-rater reliability (IRR) methods in the 
assessment of students’ speaking performance has revealed several insightful 
findings that are consistent with previous studies while providing a nuanced 
understanding of the challenges and strategies for ensuring and improving 
inter-rater consistency. 
 The study underlines the high degree of reliability in raters’ 
assessments, which can be attributed to the standardized training of the raters 
and the use of a detailed analytical rubric. This positive result suggests that 
the structured training significantly improves the consistency of judgments by 
ensuring a standardized interpretation of the evaluation criteria, as also 
demonstrated by the work of Burak (2018) and Brown (1995). The detailed 
scoring rubrics effectively guide raters’ judgments and increase the likelihood 
that all criteria of speaking performance are scored consistently and reliably 
(Rubin et al., 1995; Wind & Peterson, 2017). These procedures have resulted 
in high interrater reliability, demonstrating the effectiveness of our scoring 
procedures. In this study, the detailed descriptors in the analytical rubric may 
have helped raters to conform to scores within an agreeable range.  
  The G-study found that while the variability attributable to raters 
alone was minimal, suggesting basic consistency between raters, the 
interaction effects between raters and students, and between raters and 
criteria, resulted in greater variability. This suggests that while raters were 
generally consistent in their ratings, their interpretations of different criteria 
could vary, especially when interacting with different student performances. 
This finding is consistent with studies that emphasize the complexity of 
language assessments and the need for extensive rater training that considers 
not only consistency of scoring but also the application of criteria in different 
contexts (Brown, 1995; Lumley, 2002).  
  The significant contribution of student-aspect interaction to the total 
variance emphasizes the multidimensional nature of assessment of speaking 
performance. It reflects the challenges of evaluating performance in different 
content areas and criteria, which can vary considerably from student to 
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student. This is particularly critical in EFL education, where the ability to 
communicate content clearly and effectively is as important as verbal fluency 
(Davis, 2010). 
 
Effect of Numbers of Raters on Assessment of Speaking Performance 
 
  The results of the application of generalizability theory suggest that 
the inclusion of a larger number of raters could improve the reliability of 
ratings. This underpins the research findings of Bijani (2018) and Sundqvist 
et al. (2020), who assume that a higher number of raters can compensate for 
individual biases and thus improve the objectivity of the results. The D-study 
extended these findings by quantitatively analyzing how increasing the 
number of raters would affect the reliability of the rating results. The results 
showed a clear trend: as the number of raters increased, the error variance 
decreased, leading to an increase in reliability estimates. This supports the 
hypothesis that the use of multiple raters can help mitigate the bias of a single 
rater and lead to a more reliable rating, as suggested by Hidri (2018) and Tran 
and Hang (2021).  

However, it is noteworthy that, given the generalization coefficients, 
the reliability met an acceptable threshold for a single rater. According to 
Nunnally (1978), a reliability coefficient of 0.70 or more may be acceptable in 
the initial stages of research, but higher values — such as 0.80 or more — are 
preferable in an applied setting where decisions are based on the ratings. This 
indicates that a single rater with sufficient experience and training could 
achieve a level of reliability that would be generally considered satisfactory for 
practical purposes. Crocker and Algina (1986) also emphasized that in 
situations where perfect reliability is difficult to achieve, particularly in 
subjective tasks such as oral presentations, a coefficient above 0.80 is often 
sufficient to ensure confidence in the results. While adding more raters did 
increase reliability, particularly beyond three raters, the gains were not as 
significant. These results show that although multiple raters can enhance 
reliability, a single, well-trained rater was often able to provide reliable 
assessments, especially in situations where resources are limited. It suggests 
that, with detailed analytical rubric and appropriate training session, the 
efficiency of the assessment process can be maintained without 
compromising reliability, even if only one assessor is used.  
 
Themes of Reasoning in English Oral Presentation Assessment 
 
 The thematic analysis of raters’ justifications for the evaluation of 
EFL students’ oral presentations provides a nuanced understanding of the 
criteria that are considered important in the evaluation process and how 
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raters’ interpretations align with the established rubric. The analysis revealed 
several main themes that influenced raters' scoring decisions: voice control in 
speech delivery, professionalism, visual presentation, content understanding, 
structure and explanation, and technical and linguistic competence. These 
themes reflect the complexity of effective communication in technical fields 
as described in the literature (Lee, 2007; Lumley, 2002). 
 Raters frequently commented on the importance of voice control, 
emphasizing factors such as monotone and enthusiasm, which is consistent 
with Rubin et al.’s (1995) findings that effective communication requires not 
only clarity but also engagement through voice modulation. It underlines that 
a speaker’s ability to vary their voice in delivery can significantly affect their 
clarity and engagement with audiences.  
 Furthermore, the quality of visual aids reflects the broader academic 
and professional standards expected in technical contexts (Davis, 2010). The 
visual aids from this study were assessed in several categories in terms of 
whether they match professional presentation etiquette. This theme aligns 
with studies such as that of Kaewpet and Sukamolson (2011), which 
emphasize the importance of nonverbal cues in professional communication.  
 Raters valued presenters’ deep understanding of content and ability 
to clearly explain complex technical concepts with clear structure. As Drubin 
and Kellogg (2012) noted, these skills are critical in technical disciplines, as 
the ability to articulate complex ideas concisely is essential for academic and 
professional success. Finally, technical accuracy and linguistic accuracy were 
of critical importance to raters, reflecting the dual requirements of language 
skills and technical expertise in engineering education, as discussed in the 
literature by Orr (2010). 
 The identification of these themes highlights the complexity of 
assessing oral presentations in EFL contexts. The findings suggest that raters 
place great importance not only on the linguistic criteria of the presentation, 
but also on other criteria including nonverbal communication, visuals and 
technical content. This is in conformity with the findings of Lumley (2002) 
and Rubin et al. (1995), who argue for the development of detailed rubrics 
that can guide raters’ judgments more effectively. Nonetheless, this 
complexity can pose a challenge to raters, who need to assess so many 
variables at the same time and within a time limit.  
 

Conclusion and Implications 
  
 The study highlights how the creation of a detailed analytical rubric 
can mitigate the considerable variability in raters’ judgments. The variability 
arises not only from the subjectivity of perception, but also from inconsistent 
understanding and application of assessment criteria.  Cooperation sessions 
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between raters after assessment and the use of detailed rubrics can therefore 
improve the consistency of raters, as shown by the intraclass correlation 
coefficients and qualitative thematic analysis of rater comments. 
 The results of the study, based on generalizability theory, show that a 
higher number of raters generally increases the reliability of ratings. However, 
there is a point of diminishing returns where additional raters no longer 
significantly improve reliability. In fact, reliability reached an acceptable 
threshold, suggesting a balance between reliable ratings and maintaining the 
efficiency of the assessment process with two raters or even one rater. This 
balance would be particularly important in educational settings where 
resources and time are limited. Therefore, the use of a rater can be justified 
not only out of necessity, but also because it meets the requirements of 
reliability for practical assessment purposes, as demonstrated by the results of 
this study.   
 Through a thematic analysis of raters’ comments, the study provides 
insights into the criteria that influence scoring decisions, such as delivery style, 
content explanation and visuals. Although the words that the two raters 
commented were slightly different, the themes were largely similar. This could 
stem from the raters’ cooperation sessions and the development of clear, 
standardized analytical rubrics that were found to be effective in reducing 
variability and increasing the reliability of ratings. These common themes 
could act as guidance in the development of formative assessment that can 
aid and save time for raters and learners in the learning process before the 
summative assessment. This comprehensive approach would be essential to 
accurately assess the communicative competence of EFL students when 
performing oral presentations in their field of study. 
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Appendix 
Solo Presentation Rubric 

 

 


