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ABSTRACT  
 

This study investigates the vocabulary size of Thai graduate 
students across science and non-science disciplines, alongside 
their opinions on the effects of vocabulary size on their use of 
AI tools in their English language learning. A total of 217 
students from a public Thai university completed the Updated 
Vocabulary Levels Test (Webb et al., 2017) and engaged in 
semi-structured interviews. Quantitative data were analyzed 
using descriptive statistics, revealing that most students had a 
low vocabulary size. The Mann-Whitney U test showed 
significantly higher performance among science students at the 
1,000-, 4,000-, and 5,000-word levels. Qualitative data from 
interviews showed that vocabulary size may not influence most 
types of AI-assisted language learning activities, their trust in it, 
or their reliance on AI for language learning, except for the 
choice of prompt language. These findings offer implications 
for English vocabulary instruction and highlight the 
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importance of integrating AI-assisted language learning tools 
with lexical development in higher education contexts. 
Keywords: vocabulary, vocabulary test, AI tools, UVLT, 
graduate students 

 
Introduction 

 
 Vocabulary is essential for comprehension and communication, 
particularly for non-native speakers. Numerous studies have demonstrated a 
strong correlation between language skills and vocabulary knowledge (Laufer, 
1998; Schmitt et al., 2011). This means that a lack of vocabulary knowledge 
may negatively affect students’ ability to use the language, including their 
reading, listening, writing, and speaking skills. Thus, understanding students' 
vocabulary size can benefit both teachers and students.  

For Thai graduate students, the academic challenges they face may 
stem from a limited vocabulary. Given the growing evidence that vocabulary 
size correlates strongly with academic achievement across various disciplines, 
understanding the vocabulary sizes of Thai students is vital (Mungkonwong 
& Wudthayagorn, 2017). Previous research has examined the vocabulary size 
of specific groups (e.g., Mungkonwong & Wudthayagorn, 2017; Schmitt et 
al., 2011), the relationship between vocabulary size and other factors, as well 
as comparisons based on gender (e.g., Sukying, 2023). For example, 
Mungkonwong and Wudthayagorn (2017) used Nation and Beglar’s (2007) 
Vocabulary Size Test (VST) to identify overall vocabulary size of first-year 
students from four public and three private universities in Thailand. 
However, few studies have compared the vocabulary sizes of Thai graduate 
students across different fields of study or identified vocabulary knowledge 
of individual frequency levels. To bridge this gap, this study aims to examine 
the vocabulary size of Thai graduate students and compare it between 
students enrolled in science and those enrolled in non-science fields. This can 
help teachers better understand students’ vocabulary levels and can also be 
utilized to create effective teaching materials, methods, curricula, and policies 
aimed at improving vocabulary instruction and English language competence 
for students of diverse fields. 

As vocabulary knowledge is essential for academic success, many 
students have turned to Artificial Intelligence (AI) technology, particularly 
since the launch of ChatGPT in 2022, to overcome challenges related to 
vocabulary and English proficiency (Alhaisoni & Alhaysony, 2017; Chang et 
al., 2021; Karataş et al., 2024; Meniado, 2023). AI has been shown to support 
learning, provide corrective feedback, improve accuracy in grammar and 
vocabulary, reduce language learning anxiety, and foster motivation.  
However, limited research has been conducted on the use of AI tools, 
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particularly generative AI such as ChatGPT, in English language learning in 
higher education (Liu, 2024). In addition, few studies have investigated the 
factors that may shape learners’ use of AI for English language learning. One 
factor worth investigating is vocabulary size as it serves as a strong indicator 
of overall language proficiency (Laufer, 1998; Schmitt et al., 2011). Language 
proficiency, in turn, is an individual factor that can shape learners’ 
engagement with feedback (Zhang, 2020) and their interaction with learning 
technologies. Previous studies have shown that learners with different 
English proficiency levels may use and perceive AI tools differently (Guo et 
al., 2022; Koltovskaia, 2020). However, these studies were conducted prior to 
the emergence of generative AI and therefore provide limited evidence 
regarding leaners’ engagement with this new technology. Given that 
vocabulary size reflects learners’ language abilities, examining its influence can 
yield insights into how proficiency-related factors shape the use of AI tools, 
including generative AI, for English language learning. Therefore, another 
objective of the present study is to explore this issue through Nation’s (2007) 
four strands framework, in examining AI-assisted language learning activities, 
and through Zhang and Hyland’s (2018) model of student engagement with 
AI-generated feedback. 

Considering the existing gap in studies regarding Thai graduate 
students’ vocabulary size, and their use and perceptions of AI in English 
language learning, this study aimed to (1) explore the vocabulary size of Thai 
graduate students, (2) investigate differences between the vocabulary size of 
Thai graduate students in science and non-science disciplines, and (3) explore 
their perceptions of how it impacts their use of AI tools in English language 
learning. The research questions for this study are as follows: 
1. What is the vocabulary size of Thai graduate students in science and non-
science disciplines?        
2. Is there a difference between the vocabulary size of Thai graduate students 
with science and non-science disciplines?                     

3. What are the opinions of Thai graduate students in science and non-science 
disciplines about the effects of their vocabulary size on their use of AI tools 
in their English language learning? 

By examining students’ vocabulary size and AI use, this study 

provides a dual contribution to theory and practice. First, findings about their 

present lexical knowledge will facilitate the design and implementation of 

appropriate learning activities by teachers and curriculum designers to more 

accurately address students’ vocabulary needs. Additionally, the results on 

how vocabulary size influences students’ use of AI for English learning will 

enhance understanding of the potential link between lexical knowledge and 

technology use in language education. These findings can be seen as a 
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theoretical contribution by explicitly highlighting learners’ engagement with 

Artificial Intelligence as a language learning tool—thus expanding Nation’s 

(2007) four strands framework to include technology-enhanced learning 

contexts. Furthermore, these results will clarify how an individual 

difference—specifically, vocabulary size—affects learner engagement with 

AI-generated feedback, supporting Zhang and Hyland’s (2018) model of 

learner engagement with feedback. Although findings related to AI use are 

tentative because of the exploratory nature of the nature of the research 

question and the study’s dependence on interview data, such data can clearly 

inform teachers and curriculum designers in similar EFL graduate programs 

about the types of AI-supported learning activities their students most 

probably engage in, as well as their attitudes toward AI technologies for 

English learning in the context of widespread AI use. Considered alongside 

information about students’ lexical knowledge, this data is instrumental in 

guiding pedagogy and policy decisions on how to effectively incorporate AI 

tools into the design and delivery of vocabulary-learning activities meant to 

enhance English vocabulary development within EFL higher education 

settings. 

 

Literature Review 
 

Academic success in higher education has been found to be closely 
related to language competence, with vocabulary knowledge being the most 
significant and easily measurable component (Laufer, 1998; Nation & Waring, 
1997). However, as discussed in this review, considerably less is known about 
the vocabulary size of specific populations in high-stakes contexts, such as 
Thai graduate students. At the same time, the discipline of language learning 
has recently been invaded by tools based on Artificial Intelligence (AI) 
(Meniado, 2023; Teng, 2024). According to new research, gains facilitated by 
these tools seem not to trickle down equally and are heavily dependent on the 
proficiency levels already acquired by individual learners (Koltovskaia, 2020; 
Lee et al., 2024). This review integrates these two foci toward an examination 
of the interaction between vocabulary proficiency and the use of AI tools to 
learn English among Thai graduate students. 
 
The Role of Vocabulary Size in Academic Performance 
 

Vocabulary knowledge is a core component of language mastery, 
permeating all receptive and productive skills, and academic achievement for 
both native and non-native speakers. The acquisition of vocabulary among 



 
Pinweha & Sapsirin (2026), pp. 343-375 

LEARN Journal: Vol. 19, No. 1 (2026)  Page 347 

native English speakers advances rapidly during early childhood 
development; by the age of three, children typically possess approximately 
1,000 words, increasing to around 4,000 to 5,000 words by the time they reach 
the age of five. This growth continues into adulthood, with vocabularies 
exceeding 20,000 words (Nation & Waring, 1997).  

For second language learners, certain lexical targets are essential to 
perform competently on academic tasks. Basic knowledge of high-frequency 
word families is necessary for basic comprehension—estimated at about 
3,000 (Nation & Waring, 1997), while 5,000 words are needed to understand 
unsimplified texts (novels for teenagers) (Hirsh & Nation, 1992). However, 
knowledge of between 6,000 and 9,000 word families as well as academic and 
technical words is necessary for second language learners with academic 
purposes (Nation, 2022). 

There is convincing evidence to support a positive linear relationship 
between vocabulary size and academic success. Studies have been conducted 
in very diverse contexts with varied foci, but the fundamental finding has 
been similar: vocabulary size serves as a direct predictor of academic success. 
As Laufer (1998) states, extensive vocabulary is required for both 
understanding and production of advanced academic texts. 

Recent research within specific contexts has generally supported this 
principle. For instance, in Thai EFL contexts, the work of Mungkonwong 
and Wudthayagorn (2017) has demonstrated that vocabulary size is directly 
correlated with academic success in English-medium instruction among Thai 
students. An even more direct connection has been observed in the quality 
of writing. Students who possess a large vocabulary have been found to 
produce writing with “wide-ranging and more sophisticated” language to 
articulate complex ideas (Charnchairerk, 2022, p. 858).  

Although numerous studies highlight the significance of vocabulary, 
they also reveal a substantial gap in existing research. According to 
Mungkonwong and Wudthayagorn (2017), Thai university undergraduates 
possess a vocabulary size between 4,200 and 5,900 words. However, there is 
a notable lack of research concerning the vocabulary size of Thai graduate 
students. This deficiency is particularly concerning, given that this group is 
required to meet the most rigorous linguistic demands in thesis writing, 
research publication, and academic discourse at advanced levels. Addressing 
this gap necessitates the development of a reliable assessment instrument. 
The methodologies for vocabulary assessment are discussed as follows. 

 
Understanding Vocabulary Assessment Methods: The Updated 
Vocabulary Levels Test (UVLT) 
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Various instruments facilitate the evaluation of students’ lexical 
knowledge in linguistics and language learning. They share the same primary 
purpose of identifying vocabulary knowledge, but besides this, they differ 
significantly. For example, Nation and Beglar’s (2007) VST elicits a wide 
range of general lexical knowledge. In contrast, more specific profiling across 
hierarchical levels is available with the Updated Vocabulary Levels Test 
(UVLT) developed by Webb et al. (2017). Since it assesses knowledge within 
specific frequency bands: the 1,000, 2,000, 3,000, 4,000, and 5,000-word 
levels, information from the UVLT is practically and pedagogically valuable 
because it enables researchers to identify more accurately which lexical 
thresholds cause problems for learners. 

The UVLT, derived from the VLT initially developed by Nation 
(1983), uses more recent corpora, specifically the British National Corpus and 
Corpus of Contemporary American English, and employs a matching format 
(Webb et al., 2017). Its validity is conceptualized within Messick’s (1989, 
1995) construct validation framework—thus providing a robust basis across 
content, substantive, structural, and external aspects for making inferences 
regarding test scores. The test demonstrates high diagnostic capability, 
effectively differentiating between various strata of proficiency: person 
separation estimates of 4.72 and above, along with item strata statistics 
exceeding 6.85, indicate the test’s excellent performance in identifying ability 
levels within a population. The item difficulty has been well-calibrated so that 
there is clear progression from the 1,000 to the 5,000-word level, thereby 
covering a broad spectrum of knowledge (see Smith Jr., 2004, p. 106). 

The major limitations of the UVLT should be recognized, even 
though its psychometric properties have been rigorously validated. As 
recommended by Webb et al. (2017), “validation of the UVLT is, in fact, an 
ongoing process” (p. 56), and should be further tested in various contexts. 
Also, since this test measures receptive vocabulary—not productive control 
(i.e., speaking or writing ability to actively and appropriately use words)—
various aspects of lexical knowledge, such as collocations, word parts, 
polysemy, and word use at different frequency levels need to be explored (e.g.  
Webb, 2013). Additionally, the interpretation of results remains challenging, 
as the vocabulary levels indicated by UVLT test-takers do not directly 
correspond to their actual vocabulary size. Despite these limitations in 
profiling diagnostic receptive knowledge at key frequency levels, the UVLT 
remains a suitable instrument within the context of this research. 

 As the significance of research concerning the vocabulary size of 
graduate students takes on greater importance, the educational environment 
is being reshaped by AI-powered learning tools, with growing research 
underscoring their potential benefits. The next part of this literature review 
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will discuss the integration of such AI tools in English language learning, as 
well as how learners of different proficiency levels engage with these tools. 
 
Use of AI Tools in English Language Learning  
 

To improve vocabulary and other language skills, students have 
increasingly used a wide range of AI tools. These tools include Automatic 
Evaluation Systems (AES), which assess students’ writing and provide 
feedback; machine translation (MT) tools like Google Translate; paraphrasing 
and summarizing tools such as Quillbot; and generative AI like ChatGPT. 
Research has shown that these tools can facilitate language learning by 
supporting written production, providing corrective feedback, and expanding 
lexical knowledge (Alhaisoni & Alhaysony, 2017; Chang et al., 2021; Kurniati 
& Fithriani, 2022; Meniado, 2023; Teng, 2024).  

Among generative AI tools, ChatGPT has attracted attention for its 
potential to transform English language education as it is able to interpret 
prompts and generate contextually appropriate responses (Liu, 2024; 
Meniado, 2023; Solak, 2024). Drawing on Nation’s (2007) four strands 
framework, Meniado (2023) highlighted ChatGPT’s contribution to all 
dimensions of language learning. Firstly, it can generate meaningful input 
such as individualized learning materials. Secondly, it can help students 
produce meaning-focused language by providing support and guidance. It 
also aids students in correcting language errors. Finally, it can offer guided 
practice, and interactive and context-specific language exercises to improve 
fluency. Empirical studies further show that ChatGPT can boost learner 
motivation and engagement (Karataş et al., 2024), and deliver personalized 
and adaptive learning experiences (Solak, 2024). Also, it can provide clear, 
immediate feedback that learners find useful for writing (Teng, 2024). 
Overall, these studies highlight ChatGPT’s ability to integrate linguistic, 
cognitive, and affective dimensions of language learning.  

While AI tools offer significant advantages in language learning, they 
also present certain challenges. Several studies identify students’ overreliance 
on machine translation or generative AI as a problem (Alhaisoni & 
Alhaysony, 2017; Teng, 2024). This may discourage students from engaging 
with English texts and reduce opportunities to infer new word meanings 
independently. It can also inhibit learners’ critical thinking, problem-solving, 
and creativity. In addition, there are issues of accuracy and reliability in AI-
generated responses (Chang et al., 2021; Karataş et al., 2024; Meniado, 2023; 
Teng, 2024). AI feedback has been found to be incomplete, misleading, or 
overly simplistic. Finally, there are concerns about plagiarism and academic 
misconduct (Karataş et al., 2024; Meniado, 2023; Teng, 2024). This is due to 
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AI’s ability to generate content without proper source attribution and to 
complete user writing tasks. 

In summary, the literature suggests that AI can both enhance and 
hinder language learning. However, relatively few studies have explored how 
EFL learners in higher education integrate these tools into their English 
language learning. Understanding this issue is crucial for incorporating AI 
effectively into vocabulary learning.  

 
Learners’ Proficiency Levels and Engagement with AI Tools  
 

Several studies have examined how learners of different English 
proficiency levels use AI tools in language learning (e.g., Koltovskaia, 2020; 
Lee et al., 2024). Findings indicate that proficiency level influences both the 
degree of reliance on AI tools and the ability to critically engage with their 
feedback. Lower proficiency learners tend to depend heavily on machine 
translation tools, which may limit opportunities for independent writing 
practice (Lee et al., 2024). They also tend to accept Grammarly’s feedback 
uncritically, possibly due to limited linguistic awareness (Koltovskaia, 2020; 
Lee et al., 2024). In contrast, advanced learners are more selective in their use 
of AI support—reading English texts directly, evaluating Grammarly’s 
suggestions critically, and using AI tools to refine vocabulary, grammar, and 
overall writing quality. Accordingly, Lee et al. (2024) recommend that 
beginner learners use AI tools cautiously to avoid overreliance, while 
advanced learners may benefit more fully from AI-assisted feedback and 
writing analysis. 

As discussed, AI tools have been increasingly used among English 
language learners and many studies have examined how learners at different 
proficiency levels—both low and high—engage with AI tools such as 
machine translation and Grammarly. However, relatively few have explored 
learners’ engagement with generative AI tools, which have recently been 
developed, representing a newer and more interactive form of technology-
assisted language learning. Understanding how learners interact with these 
tools is particularly important because their use can influence vocabulary 
development, writing skills, and overall language proficiency. In addition, 
while previous studies have focused on general language proficiency, this 
study uses vocabulary size as an indicator of learners’ proficiency. Vocabulary 
knowledge is a strong predictor of overall language ability (Laufer, 1998; 
Schmitt et al., 2011) and plays a central role in learners’ capacity to 
comprehend and produce language (Nation, 2022). Using vocabulary size 
provides a measurable and comparable way to examine differences in how 
learners engage with AI tools, allowing for a more precise analysis of learner–
tool interactions. 
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Theoretical Framework  
 

To examine Research Question 3, the study drew on two 
complementary frameworks. The first, Nation’s (2007) four strands 
framework, was applied to analyze and describe the influence of vocabulary 
size on participants’ AI-related language learning activities. The framework 
categorizes language learning activities into meaning-focused input, meaning-
focused output, language-focused learning, and fluency development. The 
meaning-focused input strand involves learning through listening and 
reading, such as extensive reading or listening to stories. The meaning-
focused output strand refers to productive use of language through activities 
like conversations or diary writing. The language-focused learning strand 
emphasizes deliberate learning of linguistic features and learning strategies, 
such as studying vocabulary, grammar, and dictionary use. Finally, the fluency 
development strand focuses on improving speed and automaticity in 
understanding or producing familiar content across the four language skills, 
through activities such as skimming, scanning, and timed writing exercises. 

The second framework, Zhang and Hyland’s (2018) model of student 
engagement with feedback on L2 writing, was used to explore how learners 
interact with and respond to AI feedback. Although originally developed for 
L2 writing, this model is relevant to AI-assisted language learning because AI 
tools often provide various forms of feedback (Kurniati & Fithriani, 2022; 
Liu, 2024; Meniado, 2023; Solak, 2024). The model proposes that learner and 
contextual factors—such as language proficiency, learning strategies, and 
feedback source—influence students’ engagement with feedback (Zhang, 
2020; Zhang & Hyland, 2018). Engagement is conceptualized as comprising 
three dimensions: behavioral (revision activities and time spent on revision), 
affective (emotions and attitudes toward feedback), and cognitive (use of 
revision strategies). Together, these frameworks provide a comprehensive 
lens for exploring how learners with different vocabulary sizes engage with 
AI tools in English language learning. 
 

Research Methodology 
 

Research Design 
 

This study employs both quantitative and qualitative methodologies 

to examine the vocabulary size of Thai graduate students and their 

perceptions of how vocabulary knowledge influenced their use of AI in 

English language learning (Creswell, 2012). The UVLT provided vocabulary 

size data for science and non-science students, serving to address the first two 
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research questions. Descriptive statistics (mean and SD) and the Mann-

Whitney U test were used for quantitative data analysis. Perceptions of 

vocabulary size’s impact on AI usage were provided qualitatively in semi-

structured interviews. Table 1 presents the research questions, the types of 

data collected for each question, and the corresponding data analysis 

methods.  

 
Table 1  
 
Summary of Research Questions, Data, and Data Analysis 
 

Research Question Data Data Analysis 
 

1. What is the vocabulary size of Thai graduate 
students in science and non-science disciplines? 

UVLT scores Descriptive 
analysis 

2. Is there a difference between the vocabulary 
size of Thai graduate students in science and non-
science disciplines? 

UVLT scores Mann-Whitney 
U test 

3. What are the opinions of Thai graduate 
students in science and non-science disciplines 
about the effects of their vocabulary size on their 
use of AI tools in their English language learning? 

Interview data Content 
analysis 

 
Ethical Approval 
 

Ethical approval from the university’s Research Ethics Review 
Committee for Research Involving Human Subjects was obtained prior to 
conducting the research.  
 
Research Context, Sampling, and Participants  
 

This research was conducted at a large university in Thailand, offering 

graduate programs across the disciplines of science, arts, and social sciences, 

both in Thai and English. The requirement of English proficiency for 

graduation was strictly enforced, with criteria that may include IELTS 

benchmarks or the successful completion of an English course.   

Participants were recruited by purposive sampling of volunteers since 

this is the best way of deliberately choosing people with particular 

characteristics that are of interest to the research questions (Cresswell & 

Plano Clark, 2018). The primary purpose of this study was to make a specific 

comparison between two different academic groups, that is, graduate students 

in science and non-science disciplines, in terms of their English vocabulary 
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levels. Thus, purposive sampling can assist in recruiting an adequate and 

relatively balanced number of respondents from both categories.  

Criteria for recruitment were based on three factors: 1) language 
background (Thai), 2) program level (Master’s or Doctoral in Thai programs), 
and 3) academic discipline (science or non-science). There were 217 graduate 
students who participated in the UVLT, consisting of 109 science students 
and 108 non-science students. Their demographic information is presented 
in Table 2. 
 
Table 2 
 
Demographic Information of UVLT Test Takers 
 

Discipline Gender Educational Level 

Male Female Master’s Ph.D. 

Science 36.7% 63.3% 76.1% 23.9% 

Non-Science 39.8% 60.2% 93.5% 6.5% 

 
Purposive sampling was used for the selection of interview 

participants. The criteria for recruitment were as follows: 1) UVLT scores at 

any of the following levels: 1000, 2000, 4000, and 5000; and 2) willingness to 

partake in the interview. Participants were categorized into two groups based 

on vocabulary size, a classification adapted from Webb et al. (2017) with 

learners having a vocabulary of 2,000 words or less considered low-

proficiency. Therefore, students scoring at the 1,000- and 2,000-word levels 

may be categorized as part of the low-vocabulary or low-proficiency group 

(L), whereas those at the 4,000- and 5,000-word levels can be considered to 

fall into the high-vocabulary or high-proficiency group (H). Students at the 

3,000-word level were excluded to maximize the distinction between the two 

groups. In total, 21 participants— ten from science and eleven from non-

science disciplines—were selected for interviews. For analytical clarity and 

subsequent reporting, participants were coded (e.g., LSci 1 = low-vocabulary 

science student 1; HNonSci 1 = high-vocabulary non-science student 1). The 

number of interviewees at each score level is indicated in Table 3. 
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Table 3 
 
Number of Interviewees at Each Score Level   
 

Vocabulary Level Science Non-Science 

1,000 2 2 

2,000 3 4 

4,000 2 3 

5,000 3 2 

Total 10 11 

 
Research Instruments 
 

The UVLT (Webb et al., 2017) was administered using a paper-based 

test, while responses to the test items were submitted via Google Forms to 

facilitate participant convenience and enable efficient scoring (Figure 1). The 

content validity of the translated instructions and demographic questions was 

confirmed through expert review (IOC = 1.00).  

The UVLT was piloted with 30 students, and reliability was estimated 

using Cronbach’s alpha. The reliability values for each vocabulary level ranged 

from 0.82 to 0.94, indicating good to excellent internal consistency.  In the 

main study, reliability values for each vocabulary level ranged from 0.84 to 

0.89, confirming the test’s good to excellent reliability. 

 
Figure 1 
 
The UVLT Sample Test Item and an Answer Sheet on Google Forms 
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The semi-structured interview included 12 validated items, adapted 

from previous research (e.g., Karataş et al., 2024). Each item was translated 

into Thai and validated by three experts who were experienced EFL 

lecturers/researchers at the tertiary level. The IOC values were 0.67 for 3 

items and 1.00 for 9 items, indicating acceptable content validity, and minor 

revisions were made based on expert feedback. Interviews, which were 

piloted with five students, were conducted via Zoom and recorded for 

transcription and analysis. 

 

Data Collection and Analysis  
 

The UVLT was administered within classroom settings at the 

university. Quantitative data were analyzed using SPSS version 29 (IBM, 

2022). Descriptive statistics were employed to examine vocabulary size, while 

the Mann-Whitney U test was utilized to compare different disciplines.  

Following ethical approval, participants were recruited for interviews 

via purposive sampling, and interviews were scheduled at their convenience. 

All interviews were conducted online in Thai by the two researchers, each 

lasting approximately 45 minutes. 

 Prior to the interviews, an in-depth explanation of the interview 
protocols was provided to the participants. This included details on the 
purpose of the study, assurances of voluntary participation, and guarantees 
concerning anonymity and confidentiality. This process ensured that consent 
was well-informed; it also clarified that nothing in their responses could 
impinge on their academic standing. The participants primarily participated 
from home using either a computer or a smartphone. While they were allowed 
to keep their video off for personal comfort, all participants used video during 
self-introduction for identification purposes. 

 
Reflexivity and Researcher Positionality 

 
The research team included two senior EFL lecturers with over 

twenty years of teaching experience at the tertiary level. Their extensive 
background knowledge in vocabulary instruction, combined with a 
developing interest in AI, may influence their perspectives, and this should 
be noted.  

A reflexivity journal was therefore maintained throughout the process 
of research, to try and "bracket" these assumptions (for example, "I suspect 
that students with low vocabulary levels may be more reliant on AI," or 
"Students might hide the whole truth to avoid being judged"). This journal 
can inform a critical assessment of how the researchers’ positionality and 
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assumptions may have influenced data collection (for example, phrasing of 
probes) and its subsequent analysis, thus helping in the confirmability of the 
study. 

 
Data Analysis and Trustworthiness 

 
All interviews were audio-recorded and transcribed verbatim in Thai 

utilizing Zoom's transcription feature. To guarantee data integrity, both 
researchers meticulously reviewed the transcripts against the original 
recordings for accuracy. To ensure data accuracy, the researchers individually 
went through the transcripts and checked them against the recordings for any 
errors. 

The analysis of these transcripts was conducted using qualitative 
content analysis (Dörnyei, 2007). A hybrid coding approach was employed in 
this research. Hybrid codes are those that result from both deductive and 
inductive methods of analysis. An initial scheme was formulated based on 
Nation’s (2007) four strands framework, as applied by Meniado (2023), and 
was subsequently refined following a pilot interview. This framework was 
further developed by incorporating additional inductive codes that emerged 
directly from the data during analysis. 

To enhance the credibility of the study, two techniques were essential. 
First, in-process member validation was performed during the interviews. 
Key points were restated by the interviewer (e.g., "If I am understanding you 
correctly, you feel that...") and clarifying questions were asked (e.g., "Could 
you please elaborate on that?") to ensure that the perspectives of the 
participants were accurately captured. 

Secondly, to ensure trustworthiness, a codebook was produced made 
in an iterative process. The interview protocol and the initial coding scheme 
were piloted with one pilot-study interview. Both researchers independently 
coded this transcript, then met to discuss any differences between codes, 
hence refining the definitions of the codes. 

This iterative process was then carried out using a second interview 
to develop inter-coder reliability (ICR) (Campbell et al., 2013), which resulted 
in 76.79% agreement, with the rest of the differences settled through 
discussions. The coding was applied individually to the entire data set of 
interview transcripts using finalized schemes. 

 
Findings 

 
RQ 1: What Is the Vocabulary Size of Thai Graduate Students in 
Science and Non-Science Disciplines?  
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The Vocabulary Size of Thai Graduate Students in Science and Non-
Science Disciplines 
 

Descriptive statistics were applied to determine vocabulary size 
among science and non-science graduate students. Table 4 presents the 
descriptive statistics of the scores. The number and percentage in the last 
column indicate students whose highest successfully passed level was the one 
shown. For instance, students at the 1,000 level passed only the 1,000-word 
test but not any higher levels, whereas those at the 5,000 level passed all lower 
levels and successfully reached the 5,000-word level. This classification 
therefore reflects each student’s highest level of vocabulary mastery.  

As noted by Webb et al. (2017), cut-off scores to indicate mastery 
should be 29/30 for the first three levels—that is, from 1,000 to 3,000—and 
at 24/30 for the last two levels—that is, from 4,000 to 5,000. Based on the 
criteria, Table 4 shows that, on average, neither group of students achieve 
mastery at any vocabulary level. The mean scores of science students and 
non-science students were 28.20 and 27.36, respectively, at the 1,000 level; 
25.52 and 24.85 at the 2,000 level; 21.40 and 21.04 at the 3,000 level; 22.06 
and 19.94 at the 4,000 level; and 19.61 and 17.29 at the 5,000 level.  

 Nevertheless, several students achieved passing scores. As illustrated 
in the final column, the passing rates varied from 0% to 41.28%. Eleven 
science students and sixteen non-science students, totaling twenty-seven 
students, successfully passed within the levels of 3,000 and 5,000; this 
constituted 12.44% of all students.  

 Additionally, 36 science students and 51 non-science students 
(40.09%) were found to have not mastered the 1,000-word level. From the 
data, it is clear that the number of students at the combined 3,000 and 4,000 
levels was less than that at the 5,000 level, which had a total of 21 students. 
The exact number shows that only 6 students were at the combined 3,000 
and 4,000 levels, 21 students passed at the 5,000 level, of whom 15 were non-
science students. 
 
Table 4  
 
Descriptive Statistics of Science and Non-Science Students’ UVLT scores  
 

Test 
Level 

Discipline N Mean SD Min. Max. Number and 
Percentage of 

students 
achieving 
mastery 

1000 Science 109 28.20 3.04 13 30 45 (41.28%) 

 Non-science 108 27.36 4.17 7 30 26 (24.07%) 
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2000 Science 109 25.52 4.19 11 30 17 (15.60%) 

 Non-science 108 24.85 4.90 8 30 15 (13.89%) 

3000 Science 109 21.40 6.02 5 30 3 (2.75%) 

 Non-science 108 21.04 7.02 4 30 0 (0%) 

4000 Science 109 22.06 5.05 9 30 2 (1.83%) 

 Non-science 108 19.94 6.88 2 30 1 (0.93%) 

5000 Science 109 19.61 5.44 4 30 6 (5.50%) 

 Non-science 108 17.29 7.48 3 30 15 (13.89%) 

 
RQ 2: Is There a Difference Between the Vocabulary Size of Thai 
Graduate Students in Science and Non-Science Disciplines? 
 
A Comparison of the Vocabulary Size of Thai Graduate Students in 
Science and Non-Science Disciplines 
 

Table 5 presents the results of the assumption testing, which 

informed the selection of an appropriate statistical test to compare the science 

and non-science groups. Normality, checked with the Kolmogorov-Smirnov 

Test, and homogeneity of variance, evaluated using Levene's Test, were 

examined across all five vocabulary levels. 

The Kolmogorov-Smirnov Test showed that normality was violated 

by most of the data. At the 1,000-word level, data were not normally 

distributed for either the science (D = 0.28, p < .001) or non-science (D = 

0.28, p < .001) groups. This finding was consistent at the 2,000-word level 

(science p <.001; non-science p < .001), at 3,000 words (science p = .03; non-

science p <.001), and 4,000 words (science p < .001; non-science p =.04). The 

only exception was found at the 5,000-word level where data for both groups 

was found to be at a normal distribution (science p = .11; non-science p = 

.20). 

Levene’s test analyzed the variance homogeneity. The results of the 

test indicated that the assumption was true for the first three vocabulary 

levels, i.e., for 1,000 (p = .09), 2,000 (p = .22), and 3,000 (p = .13). However, 

this assumption was not met at the two lower frequency vocabulary levels. 

Levene’s test yielded significant results for the 4,000-word level (F(1,215) = 

10.00, p < .001) and for the 5,000-word level (F(1,215) = 11.43, p < .001). In 

other words, the variance between the two groups at these particular levels 

was not equal. 

Since the normality assumption was largely violated at four out of five 

vocabulary levels, it does not seem appropriate to use a parametric test, such 

as an independent samples t-test, for comparison. Moreover, there was a 

violation of the homogeneity of variance at the 4,000 and 5,000-word levels. 
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Therefore, to ensure a robust comparison that is not dependent on these 

assumptions, the nonparametric equivalent, the Mann-Whitney U-Test, was 

used to compare vocabulary scores between the two groups. 

  

Table 5   
 
Kolmogorov-Smirnov Test and Levene's Test Results 
 

Vocabulary 
Level 

Group 
Kolmogorov-
Smirnov D 

p 
Levene's Test 

F 
df p 

1000 Science 0.28 < .001 2.94 1, 215 .09 

 Non-
Science 

0.28 < .001 
   

2000 Science 0.15 < .001 1.50 1, 215 .22 

 Non-
Science 

0.15 < .001 
   

3000 Science 0.09 .03 2.32 1, 215 .13 

 
Non-
Science 

0.11 < .001    

4000 Science 0.13 < .001 10.00 1, 215 < .001 

 
Non-
Science 

0.09 .04    

5000 Science 0.08 .11 11.43 1, 215 < .001 

 
Non-
Science 

0.06 .20    

Note: Significance level for normality and homogeneity of variance was set at p < .05. 

 
The results in Table 6 show that the differences between the two 

groups at the vocabulary levels of 1,000, 4,000, and 5,000 words were 
statistically significant. The science group performed significantly better than 
the non-science group at the 1,000-word level (U = 4957.5, p = .036), the 
4,000-word level (U = 4917, p = .036), and also at the 5,000-word level (U = 
4741.5, p = .013). 

An examination of the mean ranks confirms the direction of this 
difference. In all three significant instances, the science students' mean rank 
(1,000 = 117.52; 4,000 = 117.89; 5,000 = 119.50) was considerably higher 
than that of non-science students (1,000 = 100.40; 4,000 = 100.03; 5,000 = 
98.40). 

There was no statistically significant difference between the two 
groups at the 2,000-word level (U = 5479, p = .376) or at the 3,000-word level 
(U = 5856.5, p =.949). In fact, mean ranks at these mid-frequency levels were 
virtually identical, further confirming that there was no meaningful difference 
between the two groups’ vocabularies at these particular word levels. It might 
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be construed as indicating a "bookend" pattern of differential knowledge 
across the two cohorts. 
  The lack of variability at the 2,000- and 3,000-word levels is 
understandable, as this mid-frequency vocabulary constitutes the “common 
core” of both general, academic and popular texts. Universally shared by all 
graduate students, regardless of their particular discipline, it includes the 
fundamental vocabulary necessary for effective functioning within an 
academic setting. 

The most important finding is the significant divergence at the 4,000 
and 5,000 levels. This suggests that academic discipline could be an influential 
factor in vocabulary acquisition.  

The difference at the 1,000-word level is also worth noting. This may 
suggest that students undertaking studies in the field of science had acquired 
a better basic vocabulary before embarking on, or during, their graduate 
studies, possibly as a result of slightly higher English proficiency requirements 
for their field or of more rigorous undergraduate education. 

 
Table 6  
 
Score Differences Between Science and Non-Science Students 
 

Test 
Level 

Mean Rank Mann-Whitney U-Test Asymp. Sig.  
(2-tailed) Science Non-science 

1000 117.52 100.40 4957.5 0.036 

2000 112.73 105.23 5479 0.376 

3000 109.27 108.73 5856.5 0.949 

4000 117.89 100.03 4917 0.036 

5000 119.50 98.40 4741.5 0.013 

 
RQ 3: What Are the Opinions of Thai Graduate Students in Science 
and Non-Science Disciplines about the Effects of their Vocabulary Size 
on their Use of AI Tools in their English Language Learning? 
 

The interview analysis revealed that 10 students (47.62%) used AI to 
learn English: 4 low-science, 2 high-science, 1 low-non-science and 3 high-
non-science students. The AI tools reported were ChatGPT, Gemini, 
Perplexity, Grammarly, Quillbot and Google Translate. Students’ interviews 
showed that there were both similarities and differences between the low- 
and high-vocabulary groups regarding types of AI-assisted English language 
learning activities, the language used to prompt AI, their trust in AI, and their 
reliance on these tools.  
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Types of AI-assisted Language Learning Activities 
 

Students with low and high vocabulary sizes shared some similarities 
and differences in the types of activities they engaged in with AI to learn 
English. The similarities included engaging in a variety of activities involving: 
(1) meaning-focused output (which may be followed by language-focused 
learning); (2) meaning-focused input for academic purposes; and (3) language-
focused learning for academic purposes. The difference, however, was found 
in the low-level group using language-focused learning for general non-
academic purposes. 

 

Meaning-focused output activities  
 
The first similarity was that students in both groups used AI to 

improve their English productive skills, which involved three strands: 
meaning-focused output and meaning-focused output together with 
language-focused learning. For instance, a low-vocabulary-level, non-science 
student (LNonSci 6) reported that she practiced speaking with ChatGPT, 
which involved meaning-focused output. She said that talking to AI was like 
having a conversation with friends. Another student, HSci 4, reported using 
ChatGPT to practice conversation skills and to prepare for the IELTS test:  

 
“I ask ChatGPT to have conversations with me about my daily 
life so I can practice English. I do this almost every day. Also, 
when I was considering taking the IELTS exam, I asked 
ChatGPT to act as an examiner and create sample speaking and 
writing questions for me to practice with. I also asked it to act 
as a rater and give feedback on the content of my answers and 
suggest ways to improve.”  

       HSci 4 

 
This excerpt shows that HSci 4 engaged in speaking and writing 

activities, which are considered meaning-focused output. He also learned 
from feedback and suggestions, which is language-focused learning. Similarly, 
LSci 3 stated that she wrote diaries in English every day and had Grammarly 
check her grammar and explain the mistakes she made. This also involved 
meaning-focused output and language-focused learning.   

 
Meaning-focused input activities for academic purposes  
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Another similarity was that students from each group used AI to 
improve their understanding of academic texts, which can be considered 
learning through reading, a meaning-focused input activity: 

 
“To improve my reading, after I read academic texts, I ask 
ChatGPT to summarize the texts. Then, I read the AI summary 
to check if my understanding is correct.”  
       HSci 8 
 
“I asked ChatGPT to translate some paragraphs in academic 
texts to Thai to check if I understand them correctly.”  

LSci 1 
 

Language-focused learning activities for academic purposes 
 
In addition, students in both groups used AI for a variety of language-

focused learning activities for academic purposes. Some used AI to learn how 
to improve vocabulary and grammar when writing in academic settings. 
HNonSci 4 learned how to use academic words from ChatGPT and 
Grammarly, while HNonSci 7 asked ChatGPT and HNonSci 9 asked 
ChatGPT and Gemini to suggest some words after they wrote their research 
assignments. HNonSci 7 stated that:  

 
“ChatGPT is really helpful for paraphrasing. I normally start 
with my own writing and then ask ChatGPT to paraphrase. The 
tool facilitates me by showing different synonyms, antonyms, 
and sentence patterns. Sometimes, the AI tool reminds me of 
some words that I have known but never had a chance to use. 
My writing skills may be improved because I have more 
exposure to variations of academic words.”  

HNonSci 7 

 
 Similarly, some science students mentioned that they learned how to 
use particular grammar structures and new vocabulary from AI. For example, 
every week LSci 2 used Grammarly to check grammar and Quillbot to 
paraphrase some words after she wrote a summary assignment in her seminar 
class. She said, “I learned new vocabulary and what grammatical features I 
should use when writing.” 

LSci 1 learned to improve his grammar when writing abstracts by 
using ChatGPT: 

 
“I first wrote my abstract in Thai and translated it to English. 
Then, I used ChatGPT to translate the Thai version one or 
two sentences at a time. Afterward, I typed my English 
translation and asked the AI to compare it with ChatGPT's 
version to check for correctness. When the AI's word choice 
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or grammar differed from mine, I asked for an explanation. 
When I understood, I adopted the AI's suggestions.”  

LSci 1 

 
Another language-focused learning activity that students in both 

groups reported was learning about the meaning of technical terms in their 
subject areas. For example, HSci 4 used ChatGPT and Perplexity to explain 
these terms while LSci 1 used ChatGPT for this purpose, commenting that 
“I use ChatGPT as a more advanced talking dictionary.” 

 
Language-focused learning activities for general purposes  

 
 In addition to similar learning activities in both groups as presented 
above, there were some activities that were reported only by students with a 
small vocabulary size. These activities were language-focused activities related 
to non-academic settings. LSci2 stated that she used Google Translate to learn 
how to pronounce words while LSci 6 used it to understand the meaning of 
general vocabulary. LSci 1 also learned how to use correct grammar, 
vocabulary and appropriate email writing style from AI. He wrote his email 
in Thai first and had Google Translate translate it to English. Then he asked 
ChatGPT to explain “whether my vocabulary and grammar were correct and 
if my sentences were polite and appropriate." 
 As can be seen, the high- and low-vocabulary size groups reported 
using AI for similar learning activities. That is, both groups engaged in 
activities involving meaning-focused output (which may be followed by 
language-focused learning), meaning-focused input for academic purposes, 
and language-focused learning for academic purposes. This may indicate that 
vocabulary size may not affect the types of learning activities students pursue 
with AI tools to improve their productive skills, understand academic texts, 
improve vocabulary and grammar for academic writing and learn about 
technical terms. This may suggest that AI can respond to the various needs 
of students with different vocabulary knowledge or language proficiency for 
practicing productive skills and academic skills in English. Another finding 
shows a difference between the two groups: only the low-vocabulary group 
applied AI for language-focused activities for non-academic purposes. This 
may indicate that vocabulary size may influence AI use for improving 
grammar, vocabulary, pronunciation, and writing for general (non-academic) 
purposes. AI tools may particularly benefit lower proficiency learners or those 
with a smaller vocabulary size by supporting non-academic language practice. 
 
Languages Used to Prompt AI  
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The interviews revealed differences in the prompt languages used by 
the high- and low- vocabulary size groups when interacting with generative 
AI, suggesting that vocabulary size may influence the language students use 
to interact with AI. All students with larger vocabularies were found to use 
English when prompting AI. HSci 4 described his prompts to ChatGPT as 
follows: 
 

“You are an IELTS Writing rater. Evaluate my essay, provide 
feedback on the content, correct vocabulary and grammar, and 
suggest how I can improve.”  

HSci 4 
 

 He also commented that: “I believe using English prompts would 
result in responses that match my objectives”. He further explained that his 
large vocabulary size enabled him to do so.  

However, some students with small vocabularies used both English 
and Thai, while others relied on Thai only. For example, LSci 2 stated that “I 
use English in my prompts but I switch to Thai when I don’t know how to 
express myself.” She explained that she once used a Thai prompt asking 
ChatGPT to make the vocabulary in her presentation script more formal 
because she did not know how to write the prompt in English. In contrast, 
she used an English prompt when asking ChatGPT about a news story on 
the US economy she had listened to on Spotify: “Explain what happened in 
the current US economy.” Another student, however, used only Thai as he 
thought “my English is weak” (LSci 1).  
 
Trust in Using AI  
  

According to the interviews, mixed responses regarding trust were 
observed in both groups. That is, many students in both groups believed that 
AI gives accurate feedback when it comes to the English language, while 
others did not completely trust AI responses. For example, HSci 4 reported 
believing in AI feedback on his IELTS test performance: “I found ChatGPT's 
feedback to be highly reliable and valuable. I actually really trust what 
ChatGPT told me.” Similarly, HNonSci 4 firmly believes that Grammarly 
provides correct grammar feedback and LSci 1 trusts AI corrections to his 
emails and accepts all suggestions.  
 Interviews also showed that students who trusted AI were likely to 
accept its feedback. However, one student with a small vocabulary size and 
another with a large vocabulary size, despite trusting the accuracy of AI 
feedback, stated they would not follow all suggestions:  
 
 



 
Pinweha & Sapsirin (2026), pp. 343-375 

LEARN Journal: Vol. 19, No. 1 (2026)  Page 365 

“I would only correct parts I understand. Also, if I believe my 
writing is correct, I would ignore the suggestion. And I 
wouldn't follow AI recommendations if they suggest words 
that seem too sophisticated for my level. I feel that it is not 
appropriate to use these words. They are too advanced for my 
ability.”  

LSci 2 

 
“I typically write in English and use AI (ChatGPT) to help 
paraphrase it into English. I will review the wording and 
sentence structure and may adjust the sentences to fit my level.”  

HNonSci 7 

 
Other students did not completely trust AI responses, especially for 

AI summaries of research papers or AI’s ability to understand or give 
feedback on general vocabulary and technical terms. HSci 8 stated that he 
would check the content accuracy with the original papers after ChatGPT 
summarized papers. Likewise, LSci 3 believed that AI like ChatGPT does not 
quite understand academic language. In terms of vocabulary, HNonSci 4 
found that “AI sometimes makes errors by using idioms or providing 
information that doesn't exist.” LSci 6 stated that she used Google Translate 
for quick word definitions, but she would check its correctness with Longdo, 
a non-AI bilingual online dictionary because “Google Translate may be 
wrong. I believe Longdo is accurate.” The mixed responses regarding trust in 
AI feedback may indicate that vocabulary size may not significantly influence 
students’ trust in using AI. 
 
Reliance on AI Tools  
 

With regards to reliance on AI, almost all students in both groups 
strongly believed that despite numerous benefits, AI is not an indispensable 
tool for students. This indicates that vocabulary size might not significantly 
influence students' reliance on AI. Students reported that while AI facilitates 
learning, other resources are available for English language development. For 
example, HSci 8 stated that although “ChatGPT can help us learn and save a 
lot of time when studying new topics,” without it, he can still study. He 
compared AI to an iPad:  

 
“I think ChatGPT is essential but if we don’t have it, that’s fine. It is 
similar to an iPad. Before iPads, everyone used paper to do their 
assignments and submitted them to instructors. The iPad just made 
things more convenient.  But if we don’t have an iPad, can we still 
study? Yes, we can. Without ChatGPT, we can still study, using 
traditional methods.”  

HSci 8 
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Other students seemed to have similar opinions:  

“AI is not that necessary. It just helps make life easier.”  
LSci 2  

 
“Without AI, there are other tools that I can use.” 

 LSci 6 

 
However, there was only one student who disagreed. HSci 4 believed 

that “AI is quite necessary for practicing English.”  
 

Discussion 
 

This study analyzed the vocabulary size of Thai graduate students, 

compared vocabulary sizes between students from science and non-science 

disciplines, and explored students’ opinions regarding the influence of their 

lexical knowledge on AI use for language acquisition. The key elements to be 

discussed next are concerns regarding the restricted lexical proficiency of Thai 

graduate students, AI applications, as well as the implications and 

recommendations.  

 

Limited Lexical Knowledge  

 

Regarding the vocabulary sizes of Thai graduate students in both 
scientific and non-scientific disciplines, the findings were alarming and raise 
major concerns. No group, on average, showed mastery at any of the five 
vocabulary levels. Only 27 out of 217 students (13%) reached high levels at 
3,000, 4,000, or 5,000 words. Based on the mean scores, approximately 40% 
of the Thai graduate students (Master’s and Ph.D.) in this study have not 
mastered even the 1,000-word vocabulary level. This suggests that many 
graduate students in this sample have lexical knowledge considerably lower 
than that reported for Thai undergraduates by Mungkonwong and 
Wudthayagorn (2017), who knew between 4,200 and 5,900 words. 
Vocabulary knowledge in many students in our study also falls well below the 
3,000-word threshold required for basic comprehension (Nation & Waring, 
1997) and the 5,000 words needed to understand unsimplified novels aimed 
at teenagers (Hirsh & Nation, 1992). This phenomenon may reflect a decline 
in language proficiency after completing the first degree. For graduate 
students who are working adults, if English does not require extensive use in 
their professional practice, exposure to usage remains limited. Bardovi-Harlig 
and Stringer (2010, p. 2) noted that "the length of time without input" can 
become one of the extralinguistic variables, along with age and motivation, 
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which may contribute to second language attrition or loss; thus, as students 
advance to higher degrees, their vocabulary diminishes further. Schmitt 
(2010) regarded vocabulary attrition as “a natural fact of learning,” which 
should be viewed as the “loss of lexical access.” In other words, continuous 
exposure to English language resources is essential for maintaining lexical 
knowledge. 

Another reason for inadequate lexical knowledge may be low 

proficiency in English overall. In the English Proficiency Index (EPI) by 

Education First, Thailand was ranked 106th out of 116 countries in the year 

2024—classified under the very low proficiency category (EF Education 

First, 2024). Prapphal (2003) assessed English proficiency among graduate 

degree applicants at a leading university in Thailand and found that most 

students did not meet the language standards required for graduate program 

admission, thus supporting the need for a revision of the English syllabus. 

Since this study was conducted in one of the leading and most renowned 

universities, there are likely to be even more significant concerns regarding 

inadequate vocabulary and language proficiency among other institutions 

across the country. It is an inconvenient truth which highlights the critical 

importance of focused vocabulary training to enhance the success of students 

with limited vocabulary in graduate education. 

Another important concern may be the gap between the two 

academic disciplines. Science students significantly outperformed non-

science students at the 1,000-word, 4,000-word, and 5,000-word levels. These 

results corroborate those of Srimonkontip and Wiriyakarun (2014), which 

also reported higher scores for science students than non-science students. 

This may imply that graduate students in science are better at recognizing and 

understanding basic vocabulary. Great exposure to English-language 

resources among science students might be one reason for this advantage.  

  Graduate-level science studies require huge input and ongoing 

engagement with materials written in English, even when conducted in Thai. 

Journal articles, technical manuals, and international textbooks all constitute 

discipline-specific reading that can accumulate large volumes of material, 

described as an 'input flood' (Krashen, 1985). Naturally, this facilitates 

exposure for science students to a broader range of vocabulary, which is a 

definite advantage. Conversely, non-science students, excluding language arts 

students whose vocabulary may be beyond the 5,000 level, might have a much 

lower need for, or access to, English-language resources. This circumstance 

might indicate that students with limited vocabulary across different academic 

disciplines have distinct needs and require additional support. 
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  While Research Questions 1 and 2 dealt with the specific levels of 

vocabulary acquired by Thai graduate students, Research Question 3 probed 

students’ perceptions of the effect of their vocabulary size on their use of AI 

for English language learning. 

 
Mixed Results for the Influence of Vocabulary Size on AI Use for 
English Language Learning 
 

Regarding the opinions of Thai graduate students in science and non-
science disciplines about the effects of their vocabulary size on their use of 
AI tools for English language learning, several points merit discussion. First, 
the findings about the learning activities of the two vocabulary groups suggest 
that Nation’s (2007) four strands framework is useful in categorizing AI-
assisted language learning activities. With regard to the effect of vocabulary 
size, the findings suggest that vocabulary size may not influence types of 
learning activities for developing productive skills and academic skills, but it 
may affect learning activities for non-academic language-focused skills. This 
indicates that AI tools, which help reduce language barriers, can facilitate 
English learning for both high- and low-proficiency students, whose needs 
may differ from one another, highlighting the beneficial and inclusive role of 
AI in language learning. These findings are consistent with prior studies. For 
example, Lee et al. (2024), found that the use of artificial intelligence grammar 
and vocabulary applications enhanced general writing skills. Solak (2024) 
noted that language learners can effortlessly generate exercises in AI both for 
practice and individual needs. Similarly, Teng (2024) observed that feedback 
from ChatGPT is not only accurate but also immediate as well as pertinent 
to the matter at hand. Due to its competence, artificial intelligence fills the 
gaps left by traditional instruction by providing individualized assistance that 
specific learners are yearning for. This too is validated by the study conducted 
by Solak (2024), who found that AI makes possible a personalized learning 
experience by adjusting proficiency levels, interests, and preferred learning 
styles. 

Additionally, the results seem to suggest that vocabulary size might 

influence the choice of language students use when communicating with AI, 

with lower-level students tending to prefer using Thai in their prompts. This 

finding reflects the rapid development of technologies since newer versions 

of AI can respond more efficiently in a greater variety of languages (Liu, 

2024). Such developments can assist users speaking any native language or 

possessing any English proficiency. 

Regarding trust in AI, mixed responses in both groups were found, 
suggesting no effect of vocabulary size. That is, some students—regardless of 
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their vocabulary size—expressed trust in AI’s grammar corrections and 
feedback on their writing and speaking. Others, however, did not, citing AI’s 
occasional inaccuracies in understanding and generating general and academic 
vocabulary. This suggests that while AI has advanced considerably and can 
serve as a language consultant for students, especially regarding grammar and 
productive skills, it still has limitations that need to be addressed. For 
example, AI tools can struggle with word translation and idiomatic 
expressions (Alhaisoni & Alhaysony, 2017; Lee et al., 2024). This highlights 
their limited understanding of human language, which can lead to 
hallucination issues and incorrect responses.  

In addition, the findings regarding trust suggest that some students, 
irrespective of their vocabulary size, are aware of AI limitations in generating 
general and academic vocabulary, which indicates no significant influence of 
vocabulary size. This awareness may stem from factors such as a high level 
of language proficiency, frequent use of dictionaries to verify word meanings, 
or familiarity with technical terms in their fields. Another finding is that low- 
and high-vocabulary students who trust AI feedback tend to accept its 
suggestions, except for a student in the low- and another in the high-
vocabulary group who ignored AI corrections if the original writing was 
already correct or if the suggestions were not appropriate for their proficiency 
levels. These findings seem to contradict Lee et al. (2024) and Koltovskaia 
(2020), which reported that only high-level students critically evaluated AI 
feedback and decided whether to follow it whereas low-level students were 
more dependent on AI and more likely to accept its suggestions.  

 Finally, although all students from both groups found AI helpful, 
most felt that its presence was not essential. Without AI, they believed they 
could still learn English through other methods as AI simply made the 
process more convenient, which indicates that vocabulary size might not have 
a significant influence on students' reliance on AI. The findings are likely due 
to the fact that the participants in our study are learners with pre-AI learning 
experience. Therefore, they are capable of utilizing other traditional or non-
AI digital tools to support their language learning. The findings also 
contradict Karataş et al. (2024) and Lee et al. (2024), which found that 
students expressed concerns about overdependence on AI tools. 

The findings about trust and reliance on AI may be further explained 
by Zhang & Hyland’s (2018) model of student engagement with feedback. 
Our findings support and elaborate on the role of individual factors in student 
engagement. In our study, learner factors in addition to vocabulary size may 
have influenced learners’ revision activities and attitudes towards AI 
feedback. Such factors include past English learning experiences, AI usage 
experiences and awareness of AI capabilities and limitations. 
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Implications and Recommendations 

 
The results for students’ vocabulary size show that on average, 

students’ vocabulary knowledge is limited, with only 12.44% of students 
achieving mastery of 3,000 to 5,000 words. Science students performed 
significantly better than non-science students at the 1,000, 4,000, and 5,000 
levels.  Regarding use of AI, about half of the interviewees reported using AI 
for English language learning.  Overall, vocabulary size does not appear to 
influence most types of AI activities used to support language learning or 
their degree of trust and reliance on these tools, except for the choice of 
prompt language and for engagement with language-focused activities for 
non-academic contexts. Based on the results, the implications and 
recommendations are as follows. First, there are several diagnostic and 
practical benefits of vocabulary tests. Cameron (2002) stated that vocabulary 
level tests help diagnose students’ receptive vocabulary knowledge. Schmitt 
et al. (2011) highlighted that such tests can determine whether learners have 
mastered specific word bands, which may assist educators in selecting 
materials, tracking learners’ vocabulary development, and identifying suitable 
vocabulary learning goals. Laufer (1998) suggests that vocabulary can be 
rapidly acquired passively. However, in more productive contexts, vocabulary 
instruction may require intentional pedagogical support or output-focused 
teaching that encourages students to take risks in production tasks. 
Instructors or program administrators may administer the UVLT before 
students begin their postgraduate study to evaluate their students’ vocabulary 
levels and develop vocabulary training suitable for students in different fields 
in higher education. Second, as AI-assisted language learning tools have the 
potential to support language learners across vocabulary levels, both EFL 
students and teachers should be required to attend sessions on how to use 
these tools to enhance vocabulary development. They should learn about the 
capabilities of AI tools, including strategies to use them effectively and their 
current limitations. In addition, curriculum developers should include a 
variety of sample learning activities (Nation, 2007) targeted at each vocabulary 
level in language class syllabi, and these activities should be modeled in class 
so that students can apply them out of class to further improve their 
vocabulary. In addition, teachers should guide students on how to verify AI 
responses—for example, by recommending reliable resources such as 
dictionaries, educational websites, and textbooks. Students should also be 
encouraged to discuss the accuracy of AI content with peers and consult 
teachers to develop their critical evaluation skills. Finally, policymakers should 
support the implementation of AI systems and provide non-AI resources that 
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can be used to verify AI feedback in universities to ensure that they can be 
accessible and beneficial to all. 
 

Limitations 
 

This study has some limitations. First, the study was conducted with 
graduate students at one university. Studies with participants from different 
institutions would be more generalizable to a larger population of graduate 
students. Data about AI usage was collected through interviews only; no 
other methods, such as observation of AI usage or analysis of prompts, were 
used to triangulate and validate the results. Future studies should employ 
multiple instruments to collect data for better validation of results. 
Additionally, the UVLT measures vocabulary level knowledge but does not 
measure depth of vocabulary knowledge. Tests regarding the "depth of 
knowledge" that might be included in future studies are those that elicit how 
well students can use their vocabulary (Schmitt et al., 2011, p. 31).  
Finally, data was collected at one point in time. A longitudinal study would 
provide better insight into the development of students' engagement with AI 
over time. 

 
Conclusion 

 
This research examined the vocabulary size and opinions of the 

effects of vocabulary size on use of AI tools in English language learning 
among 217 Thai graduate students from a public university, comprising both 
science and non-science disciplines. Using the UVLT and interviews, the 
study found that, on average, students did not achieve mastery across the five 
vocabulary levels. Science students demonstrated significantly better 
performance than non-science students at the 1,000-, 4,000-, and 5,000-word 
levels. Interview data provided insights into the effect of vocabulary size on 
types of AI activities for language learning, their prompt language, trust and 
dependency on AI tools. These findings underscore a potential need for AI-
integrated vocabulary instruction for EFL learners in higher education to 
enhance their vocabulary development. 
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