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บทคัดย่อ

บทความฉบบันีม้วีตัถุประสงค์เพ่ือน�ำเสนอองค์ความรูเ้กีย่วกบัรหสัโพลาร์ ซึง่เป็นเป็นการวจิยัเชงิทดลอง 
(Experimental research) เพือ่น�ำเสนอรหสัแก้ไขความผดิพลาดชนดิใหม่ทีไ่ด้รับการก�ำหนดให้ใช้กับมาตรฐาน
ระบบสื่อสารไร้สายในยุคที่ 5 หรือ 5G โครงสร้างพื้นฐานของรหัสโพลาร์ ซึ่งนิยามด้วยพารามิเตอร์ 4 ค่าคือ 
(N, K, F, vF) โดยที่ N คือความยาวของค�ำรหัส K คือความยาวของบิตข้อมูล F คือ ต�ำแหน่งของบิตแช่แข็ง 
จ�ำนวน N - K ค่า และคือ vF เวกเตอร์ขนาด N - K ที่บรรจุค่าไบนารี 0 หรือ 1 การเข้ารหัสโพลาร์สามารถท�ำได้
โดยสร้างเมทริกตัวก�ำเนิด G ซึ่งคือการหาค่าผลคูณครอนเนกเกอร์ของ F จ�ำนวน n คร้ังแล้วก�ำหนดค่าบิต 
แช่แขง็ จากนัน้ท�ำการประเมนิสมรรถนะของรหสัโพลาร์บนช่องสัญญาณ additive white Gaussian noise (AWGN) 
การถอดรหัสโพลาร์ท�ำได้โดยการแปลงค่าสัญญาณที่รับได้ในแต่ละบิตเป็นค่าอัตราส่วนความควรจะเป็น 
(Likelihood Ratio : LR) จากนั้นท�ำการถอดรหัสโพลาร์ ผลการทดสอบพบว่าอัตรารหัสที่ 2/3 1/2 และ 1/3 
นั้นมีสมรรถนะค่าความผิดพลาดที่ดีขึ้นตามล�ำดับ แต่จะใช้เวลาในการส่งข้อมูลมากขึ้นตามไปด้วย

ค�ำส�ำคัญ :	 รหัสโพลาร์ ตัวถอดรหัสหักล้างอย่างต่อเน่ือง ช่องสัญญาณ AWGN อัตรารหัส อัตราส่วน 
	 ความควรจะเปน็
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Abstract

This study presents the details of Polar codes which is an experimental research for 
new type of error correcting codes adopted for the new standard in the 5th Generation of 
wireless communication systems or 5G. The structure of polar codes defines by 4 parameters 
(N, K, F, vF) ; N is length of codewords; K is length of data bits; F is a position of frozen bits 

equal to N - K and vF  is vector N - K that contains binary bit 0 or 1. The encoding of the polar 
codes was created by the generator matrix G which is the multiply Kronecker product of 
F for n times then set a position of forzen bits. Next, the perfomance of polar codes was 
estimated on additive white Gaussian noise (AWGN) channel. Decoding the polar codes was 
done by changing the signal form AWGN channel to Likelihood Ratio (LR). The bit error rate 
was also evaluated performances over additive white Gaussian noise (AWGN) channel. 
The stimulation in which of decoding the structure of polar codes at 2/3 has bit error 
performance better that at 1/2 and 1/3 respectively. On the other hand, the sending time for 
decoding of polar codes at 2/3 has greater than 1/2 and 2/3 respectively. According to this  
finding, the performance of bit error rate at 2/3 1.2 and 2/3 is chronological better. However, 
the processes for sending the data require more time period.

Keywords :	Polar codes, Successive cancellation decoder, AWGN channel, Code rate, 
	 Log-Likelihood Ratio.

1. บทน�ำ

รหสัโพลาร์ (Polar codes) เป็นรหสัแก้ไขความผดิพลาดทีน่่าสนใจยิง่เพราะเป็นรหสัชนดิแรกทีส่ามารถ
พิสูจน์ได้อย่างเป็นระบบว่ารหัสดังกล่าวสามารถให้ความจุช่องสัญญาณได้ตามทฤษฎีข่าวสารของแชนเนล 
รหสัชนดินีไ้ด้รับการพัฒนาข้ึนคร้ังแรกโดย E. Arikan ใน ค.ศ. 2008 และได้รบัการเผยแพร่ในวงกว้างในบทความ
วิจัย เรื่อง “Channel polarization: A method for constructing capacity achieving codes for 
symmetric binary-input memoryless channels” ที่ได้รับการตีพิมพ์ในวารสาร IEEE Transaction on 
Information Theory ใน ค.ศ. 2009 รหัสชนิดใหม่นี้ได้รับความสนใจอย่างมากจากทั้งนักวิชาการและ 
ภาคอุตสาหกรรม เพราะนอกจากจะให้สมรรถนะที่ดีเยี่ยมเทียบได้กับรหัสแอลดีพีซีแล้วการเข้ารหัสที่ภาคส่ง 
มีโครงสร้างเรียบง่าย เป็นระบบ และไม่ซับซ้อน ในขณะที่การถอดรหัสที่ภาครับสามารถท�ำได้โดยใช้เทคนิค 
การหกัล้างอย่างต่อเนือ่ง (Successive cancellation) (Arikan, 2009) ทีม่คีวามซบัซ้อนน้อย ท�ำงานได้รวดเรว็ 
และมีประสิทธิภาพ จึงเป็นทางเลือกใหม่ที่ส�ำคัญส�ำหรับการประยุกต์ใช้งานในทางปฏิบัติ โดยในปัจจุบัน 
รหสัโพลาร์ถกูน�ำไปใช้เป็นส่วนหนึง่ของมาตรฐานการสือ่สารไร้สายยคุที ่5 หรอื 5G (Bioglio, Condo, & Land, 2018)
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เนื้อหาที่จะกล่าวถึงในบทความฉบับนี้เริ่มต้นจากการศึกษาการก�ำหนดพารามิเตอร์ของรหัสโพลาร ์
การสร้างรหัสโพลาร์ วิธีการเข้ารหัสและวิธีการถอดรหัสของรหัสโพลาร์ หลังจากได้ศึกษาเรื่องต่าง ๆ เกี่ยวกับ
รหสัโพลาร์จงึน�ำความรูท้ีไ่ด้มาพฒันาโปรแกรมจ�ำลองการเข้ารหสัและถอดรหสัของรหสัโพลาร์ เพือ่ทีจ่ะประเมนิ
สมรรถนะของรหัสโพลาร์โดยใช้การจ�ำลองด้วยคอมพิวเตอร์ ส�ำหรับช่องสัญญาณ Additive White Gaussian 
noise (AWGN) โดยประเมินสมรรถนะจากค่าอัตราความผิดพลาดบิต (Bit error rate) และค่าอัตรา 
ความผิดพลาดเฟรม (Frame error rate) ของรหัสโพลาร์ ภายใต้อัตราส่วนของสัญญาณที่ต้องการต่อสัญญาณ
รบกวนที่ต่างกัน เพื่อเปรียบเทียบค่าอัตราความผิดพลาดบิตและค่าอัตราความผิดพลาดเฟรมของรหัสโพลาร์ 
ที่มีความยาวของค�ำรหัสค่าต่าง ๆ

2. โครงสร้างพื้นฐานและการเข้ารหัสโพลาร์

2.1 การนิยามรหัสโพลาร์

การนิยามรหัสโพลาร์สามารถท�ำได้โดยใช้พารามิเตอร์ 4 ค่า คือ (N, K, F, vF ) โดยที่ 

N คือ ความยาวของค�ำรหัส 

K คือ ความยาวของบิตข้อมูล 

F คือ ต�ำแหน่งของบิตแช่แข็ง (Frozen bit locations) จ�ำนวน N - K ค่า และ

vF คือ เวกเตอร์ขนาด N - K ที่บรรจุค่าไบนารี 0 หรือ 1

ยกตัวอย่างเช่น ในการเข้ารหัสโพลาร์ส�ำหรับบิตข้อมูลจ�ำนวน K = 4 บิต เพื่อสร้างให้เป็นเวกเตอร ์
ที่มีขนาด N = 8 บิต โดยก�ำหนด F = {0, 1, 2, 4} และ vF = [0   0   0   0] มีรายละเอียดดังนี้

1)	 ก�ำหนดให้บิตข้อมูลเขียนในรูปของเวกเตอร์ m = [m1   m2   m3   m4]
T

2)	 น�ำบิตข้อมูลในเวกเตอร์ m เหล่านี้ไปประกอบเข้ากับบิตแช่แข็ง vF เพ่ือให้ได้เป็นเวกเตอร์ d  

ที่มีความยาว N = 8 บิต ทั้งนี้ต�ำแหน่งของบิตแช่แข็งก�ำหนดให้วาง ณ ต�ำแหน่งที่ระบุใน F ฉะนั้น ผลที่ได้คือ 
d = [0   0   0   m1   0   m2   m3   m4]

T

3)	 น�ำเวกเตอร์ d ที่ได้น้ีไปผ่านการแปลงด้วยเมเทริกซ์ตัวก�ำเนิด (Generator matrix) หรือเมทริกซ์   
G โดยใช้สมการดังต่อไปนี้

x = G d
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หรือ

 

โดย X คอืค�ำรหสัทีไ่ด้จากการเข้ารหสัข้อมลูตามหลกัการของรหสัโพลาร์ และพร้อมส่งไปยงัภาครบั ทัง้นี้ 
กระบวนการแปลงด้วยเมทริกซ์ตัวก�ำเนิด G เขียนเป็นแผนภาพวงจรได้ดังในภาพที่ 1 โดย  เป็นการบวกแบบ 
โมดูโล 2 (mod-2)

d0

d1

d2 

d3 

d4

d5 

d6

d7 

χ0

χ1

χ2 

χ3 

χ4

χ5 

χ6

χ7 

1  1  1  1  1  1  1  1
0  1  0  1  0  1  0  1
0  0  1  1  0  0  1  1
0  0  0  1  0  0  0  1
0  0  0  0  1  1  1  1
0  0  0  0  0  1  0  1
0  0  0  0  0  0  1  1
0  0  0  0  0  0  0  1

m1 
+ m2 

+ m3 
+ m4

m1 
+ m2 

+  m4

m1 
+ m3 

+ m4

m1 
+ m4

m2 
+ m3 

+ m4

m2 
+ m4

m3 
+ m4

m4

0
0
0
m1

0
m2

m3

m4

=X =

ภาพที่ 1 แผนภาพการเข้ารหัสของรหัสโพลาร์ที่มีความยาวของค�ำรหัสเท่ากับ 8

ที่มา : ณัฐ  ตันติบุตร และคณะ (2562)

2.2 การสร้างเมทริกซ์ตัวก�ำเนิด (G)

การสร้างเมทริกซ์ตัวก�ำเนิดท�ำได้โดยก�ำหนดให้เมทริกซ์ F มีค่าเท่ากับ 1  1
0  1  จะได้ว่าเมทริกซ์ 

ตัวก�ำเนิดมีค่าเท่ากับ G = F n = F ...F  โดย n = log2 (N) ซึ่งคือการหาค่าผลคูณครอนเนกเกอร์ (Kronecker 
product) ของ F จ�ำนวน n ครั้ง

ส�ำหรับ	 		  N = 4 : F 2 = F  F = 

1  1  1  1
0  1  0  1
0  0  1  1
0  0  0  1

ส�ำหรับ N = 8 : 	 F 3 = (F  F)  F = 

1  1  1  1
0  1  0  1
0  0  1  1
0  0  0  1

1  1
0  1 =

1  1  1  1  1  1  1  1
0  1  0  1  0  1  0  1
0  0  1  1  0  0  1  1
0  0  0  1  0  0  0  1
0  0  0  0  1  1  1  1
0  0  0  0  0  1  0  1
0  0  0  0  0  0  1  1
0  0  0  0  0  0  0  1

หมายเหต ุนิยามของผลคูณครอนเนกเกอร์ (Kronecker product) เป็นดังนี้
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ก�ำหนดให้ 
a11   a12
a21   a22

A =   และ B = 
b11   b12
b21   b22

 เมื่อน�ำเมทริกซ์ A ครอนเนกเกอร์กับ B จะได้

0
0,0 e

bE
Nz

−

=

1,0
2

0,0 0,02
z

z z
=
−

2
3,0 2,0 2,02z z z= −

2
3,4 2,0z z=

2
3,2 2,2 2,22z z z= −

2
3,6 2,2z z=

2
3,1 2,1 2,12z z z= −

2
3,5 2,1z z=

2
3,3 2,3 2,32z z z= −

2
3,7 2,3z z=

2
1,1 0,0z z=

2
2,3 1,1z z=

2
2,2 1,0z z=

2,0
2

1,0 1,02
z

z z
=
−

2,1
2

1,1 1,12
z

z z
=
−

ภาพที่ 2  การค�ำนวณหาต�ำแหน่งของบิตแช่แข็งตามสมการที่ (1)

a11B   a12B
a21B   a22B

a11b11    a11b12
     a12b11

     a12b12

a11b21    a11b22
     a12b21

     a12b22

a21b11    a21b12
     a22b11

     a22b12

a21b21    a21b22
     a12b21

     a22b22

A  B = = 

2.3 วิธีการก�ำหนดต�ำแหน่งของบิตแช่แข็ง

ในการสร้างรหัสโพลาร์ให้มีคุณสมบัติที่ดีตามต้องการขึ้นอยู่กับการเลือกค่าให้กับเซต F เป็นส�ำคัญ 
โดยทีผ่่านมามงีานวิจยัเกีย่วกับวธิกีารเลอืกทีเ่หมาะสมและมปีระสทิธิภาพอยูพ่อสมควร ดไูด้จากเอกสารอ้างอิง 
(Arikan, 2008) (Tal & Vardy, 2013) และ (Zhao, Shi, & Wang, 2011) ในที่นี้เราพิจารณาการเลือกค่าให้
กับเซต F ตามวิธีแบบดั้งเดิมที่เสนอขึ้นใน (Arikan, 2008) กระบวนการท�ำงานของอัลกอริทึมที่พิจารณานี้ใช้
กรรมวิธีแบบรีเคอร์ซีฟส�ำหรับ j = 0, 1,...,n-1 รายละเอียดเป็นดังนี้

1) ก�ำหนดค่าตั้งต้นโดยให้ Z0,0 
= exp (-Eb / N0) โดย Eb คือ พลังงานต่อบิต และ N0 คือความหนาแน่น

สเปกตรัมก�ำลังของสัญญาณรบกวน ทั้งนี้ Eb / N0 มีหน่วยเป็นเดซิเบล (dB)

2) ค�ำนวณหาค่า Zj + 1,i โดยใช้สมการที่ (1)

					     Zj + 1,i = 
2

, ,
2 11,
, 2

2 , for 0 2
, for 2 2j

j
j i j i

j jj i
j i

z z i
z

z i ++
−

 − ≤ <=  ≤ <

2zj,i - z2
j,i ,	 for 0 < i < 2 j

z2
j,i-2 j,	 for 2 j < i < 2 j+1  	 (1)

3) จากนั้นจะก�ำหนดให้ต�ำแหน่งที่ z มีค่าสูงสุด N - K ค่า เป็นต�ำแหน่งของบิตแช่แข็ง

หมายเหต ุเมื่อการค�ำนวณเสร็จสิ้นลง i เป็นดรรชนีระบุค่าต�ำแหน่งแต่ละบิตของค�ำรหัส
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ยกตัวอย่างเช่น ก�ำหนดให้ Eb / N0 = 1, N = 8 และ K = 4

0.37

0.60

0.14

0.84

0.25

0.02

0.36

0.97

0.71

0.13

0.44

0.59

0.06

0.00

0.04

0 0bit =

4 0bit =

2 0bit =

6 3bit m=

5 2bit m=
1 0bit =

3 1bit m=

7 4bit m=

ภาพที่ 3  การค�ำนวณหาต�ำแหน่งของบิตแช่แข็ง เมื่อ N = 8 และ K = 4

ตารางที่ 1 ต�ำแหน่งของบิตข้อมูลและค่า SNR ต่าง ๆ

SNRdB

-150 -100 0 1 2 3 4 5 10 15

d0 m1 m1 0 0 0 0 0 0 0 0

d1 m2 m2 0 0 0 0 0 0 0 0

d2 m3 0 0 0 0 0 0 0 0 0

d3 0 m3 m1 m1 m1 m1 m1 m1 m1 m1

d4 0 0 0 0 0 0 0 0 0 0

d5 0 0 m2 m2 m2 m2 m2 m2 m2 m2

d6 0 0 m3 m3 m3 m3 m3 m3 m3 m3

d7 m4 m4 m4 m4 m4 m4 m4 m4 m4 m4

ตัวอย่างที่ 1 ก�ำหนดให้

m = [m1  m2  m3  m4   m5  m6  m7  m8]
T  = [ 1  0  0  1  1  0  0  1 ] T  โดยที่ Eb / N0 = 1, N = 16 

และ K = 8
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0.37

0.60

0.14

0.84

0.25

0.02

0.36

1.00

0.95

0.50

0.83

0.91

0.35

0.02

0.24

0.69

0.19

0.00

0.07

0.12

0.00

0.00

0.00

0.97

0.71

0.13

0.59

0.44

0.06

0.00

0.04

0 0bit =

8 0bit =

4 0bit =

2 0bit =

10 0bit =

12 0bit =

7 3bit m=

15 8bit m=

6 0bit =

14 7bit m=

1 0bit =

9 4bit m=

5 2bit m=

13 6bit m=

3 1bit m=

11 5bit m=

ภาพที่ 4  การเข้ารหัสของรหัสโพลาร์ เมื่อ N = 16 และ K = 8

จะได้ว่า d = [ 0  0  0  1  0  0  0  0  0  1  0  1  0  1  1  1 ]T และค�ำรหัสที่ได้จากการเข้ารหัสจะเป็น 
x = G • d = [ 0  0  1  1  1  1  1  1  1  1  0  0  1  1  1  1 ]T

2.4 การถอดรหัสโพลาร์ โดยตัวถอดรหัสหักล้างอย่างต่อเนื่อง (Successive cancellation 
decoder)

ภาพที่ 5  แบบจ�ำลองภาคการเข้ารหัส ช่องสัญญาณ AWGN และภาคการถอดรหัสของรหัสโพลาร์
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หลังจากที่ข้อมูลเดินทางผ่านช่องสัญญาณมายังฝั่งรับ ขั้นตอนแรกในการถอดรหัสคือการแปลงค่า
สัญญาณที่รับได้ ri แต่ละบิตไปเป็นค่าอัตราส่วนความควรจะเป็นดังสมการต่อไปนี้

	 (2)

ƒ (L1, L2) 		 		  L1

g (L1, L2) 		 		  L2

P (xi = 0 | ri)     P (xi = 0,ri) / P (ri)      P (ri | xi = 0) P (
 
xi = 0)

P (xi = 1 | ri)     P (xi = 1,ri) / P (ri)      P (ri | xi = 1) P (
 
xi = 1)

L =		          =		    =

=

1
√2

e

1
√2

e

(ri + √Eb)
2

2 2

(ri - √Eb)
2

2 2

=  e
2 √Eb

 ri
2

โดย ri คือค่าของสัญญาณที่รับได้แต่ละบิตโดย ri = (2xi - 1) √Eb = ni

	  xi  คือค่าบิตแต่ละบิตที่ภาคส่งได้ส่งออกมามีค่าได้คือ 0 หรือ 1

	  ni คือสัญญาณรบกวนที่มีการแจกแจงแบบเกาส์เซียน มีค่าเฉลี่ยเป็น 0 และมีความแปรปรวนเป็น 2 

	  Eb คือพลังงานต่อบิต

เนือ่งจากโครงสร้างของแผนภาพการเข้ารหสัโพลาร์มคีณุลักษณะเฉพาะและมรูีปแบบตายตวั ดังทีแ่สดง
ในภาพที ่1 โครงสร้างนีมี้คุณสมบตัพิิเศษท่ีเป็นประโยชน์ยิง่คอื การเข้ารหสัและการถอดรหสัสามารถใช้โครงสร้าง
แผนภาพเดียวกันได้ โดยท่ีในข้ันตอนการเข้ารหัสจะพิจารณาจากด้านซ้ายมือไปหาทางด้านขวามือ ในขณะที่ 
ขั้นตอนการถอดรหัสให้พิจารณาในทิศตรงข้าม นั่นคือพิจารณาจากด้านขวามือไปยังทางด้านซ้ายมือ

จากค่าความควรจะเป็นทีค่�ำนวณได้จากสญัญาณทีรั่บได้แต่ละบติซึง่จะเขยีนก�ำกบัไว้ทีฝ่ั่งขวามอืสุดของ
แผนภาพตามต�ำแหน่งของแต่ละบิต ในขั้นตอนถัดมาให้ค�ำนวณค่าอัตราส่วนความควรจะเป็นย้อนกลับจาก 
ด้านขวามอืไปยงัด้านซ้ายมอื ในการค�ำนวณย้อนกลบัให้พจิารณาวงจรหน่วย (Unit circuit) ทีเ่ป็นส่วนประกอบย่อย 
ของแผนภาพดังแสดงในภาพที่ 6 อนึ่ง การท�ำงานของรหัสโพลาร์ประกอบขึ้นจากวงจรหน่วยท่ีเชื่อมต่อกัน 
อย่างเป็นระบบตามที่ได้อธิบายไว้ข้างต้น ดังนั้น หัวใจของการถอดรหัสจึงอยู่ที่วิธีการค�ำนวณย้อนกลับจาก 
ขวามือไปทางซ้ายมือของวงจรหน่วยแต่ละตัวซึ่งจะได้อธิบายอย่างละเอียดในส่วนถัดไป

ภาพที่ 6  การค�ำนวณค่าอัตราส่วนความควรจะเป็นของวงจรหน่วย
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พิจารณาวงจรหน่วย โดยในการพิจารณาจะแบ่งเป็น 2 เรื่อง

1)	 การค�ำนวณค่าอัตราส่วนความควรจะเป็น

	 พิจารณาจากวงจรหน่วย ค่าของ ƒ (L1, L2) จะถูกค�ำนวณก่อนค่า g (L1, L2) เสมอโดยสามารถ 
ค�ำนวณได้จากค่าอัตราส่วนความควรจะเป็น L1 และ L2 ตามความสัมพันธ์ดังนี้

				         	 ƒ (L1, L2)
L1L2 + 1

L1+L2
= 	 (3)

เม่ือทราบค่าของ ƒ (L1, L2) แล้ว การค�ำนวณค่าของ g (L1, L2) จะก�ำหนดให้มีค่าเท่ากับ L2 L1 หาก 
ผลการตัดสินใจบิตจาก ƒ (L1, L2) เป็นบิต 0 และจะก�ำหนดให้ g (L1, L2) มีค่าเท่ากับ L2 / L1 หากผลการตัดสิน
ใจบิตจาก ƒ (L1, L2) เป็นบิต 1 เพื่อความสะดวกจะเขียนแสดงวิธีการค�ำนวณ ƒ (L1, L2) และ g (L1, L2)

ในรูปแบบที่กระชับได้ดังนี้

					     ƒ (L1, L2)

g (L1, L2)
=

L1 L2 + 1

L1+L2

L2 L1 or L2 / L1 

	 (4)

การค�ำนวณค่าอัตราส่วนความควรจะเป็นมักจะพิจารณาในรปูของลอ็ก หรอืทีเ่รยีกว่าค่าอตัราส่วนความ
ควรจะเป็นแบบล็อก (Log-Likelihood Ratio : LLR) มากกว่า เพราะนอกจากจะช่วยให้การวิเคราะห์ทาง
คณิตศาสตร์มีรูปแบบท่ีเรียบง่ายข้ึนแล้ว ยังช่วยลดปัญหาความแม่นย�ำของการค�ำนวณเชิงตัวเลข 
ของคอมพิวเตอร์ในกรณีที่ต้องมีการคูณค่าความน่าจะเป็นจ�ำนวนหลายตัวเข้าด้วยกันซึ่งจะได้เป็นค่าตัวเลข 
ที่มีขนาดเล็กมาก ๆ ค่าอัตราส่วนความควรจะเป็นแบบล็อกมีนิยามดังนี้

	

I = In L = In  
P = (xi = 0 | ri)
P = (xi = 1 | ri)

= In = In = In e1+e

1
2√Ebri

2

 e

e    +1
2√Ebri

2

1+e

1
2√Ebri

2

2√Ebri
2

1

2√Ebri
2

= -
2√Ebri

2

1+e

	
(5)

ในกรณีที่ใช้ค่าอัตราส่วนความควรจะเป็นแบบล็อก สมการที่ (4) จะเขียนได้เป็น

		  (6)=
In ƒ (eI1,eI2)
In g (eI1,eI2)

I2  + I1 or I2 - I1 

(eI2 + I1 +1
(eI1 + eI2)

In

2 9 0

2 0 1 9
J O U R N A L



2)	 การตัดสินใจบิต

	 ในการถอดรหัสการตัดสินใจบิตจะท�ำในทิศทางจากด้านขวามือไปหาทางด้านซ้ายมือ เมื่อทราบค่า   
d1 และ d2 ว่ามีค่าบิตเป็นเท่าไหร่ จะสามารถหาค่าบิตของ BITS1 , BITS ได้ตามตารางที่ 2

BITS1 BITS2

d1 = 0, d2 = 0 0 0

d1 = 0, d2 = 1 1 1

d1 = 1, d2 = 0 1 0

d1 = 1, d2 = 1 0 1

d1			         BITS1 

d2 		   	     BITS2 

ภาพที่ 7  การตัดสินใจบิตของวงจรหน่วย

ตารางที่ 2 ค่า BITS1 , BITS2 เมื่อ d1 , d2 มีค่าต่าง ๆ

ล�ำดับของบิตในการถอดรหัส

ล�ำดับของบิตที่จะท�ำการถอดรหัสจะมีความพิเศษคือจะเรียงล�ำดับตาม Bit-reversal order ซึ่งเป็น
เอกลักษณ์เฉพาะตัวส�ำหรับการถอดรหัสวิธีการนี้ ยกตัวอย่างเช่นกรณี N = 8 ล�ำดับก่อนที่จะผ่านกระบวนการ 
bit-reversal เป็น 0, 1, 2, 3, 4, 5, 6, 7 จะสามารถเขียนเป็นเลขฐานสองได้ดังนี้ 000, 001, 010, 011, 100, 
101, 110, 111 เมื่อผ่านกระบวนการ Bit-reversal จะกลายเป็น 000, 100, 010, 110, 001, 101, 011, 111 
นั่นคือจะได้ล�ำดับเป็น 0, 4, 2, 6, 1, 5, 3, 7
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ภาพที่ 8  แผนภาพการถอดรหัสของรหัสโพลาร์ที่มีความยาวของค�ำรหัสเท่ากับ 8

I N
(n) หมายถึงค่าความควรจะเป็นแบบล็อกของบิตที่ N ใน stage-n

BITS N
(n) หมายถึงค่าของการตัดสินในบิตของบิตที่ N ใน stage-n

ขั้นตอนการถอดรหัสส�ำหรับรหัสโพลาร์ (N, K, F, vF) = (8, 4, {0,1,2,4}, [0  0  0  0])

บิตที่ 0 เริ่มพิจารณาจากบิตที่ 0 ตามล�ำดับของ Bit-reversal order จะสังเกตได้ว่าในแต่ละวงจรหน่วย
ของเส้นทางสีแดงจะเป็นการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้านบนวงจรของหน่วย
ทั้งหมด

I0
(3)

I1
(3)

I2
(3)

I3
(3)

I4
(3)

I5
(3)

I6
(3)

I7
(3)

I0
(0)

I1
(0)

I2
(0)

I3
(0)

I4
(0)

I5
(0)

I6
(0)

I7
(0)

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

()3
1I
()3
2I

()3
4I

()3
6I

()3
5I

(3)
3I

(3)
7I

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

ภาพที่ 9  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 0

2 9 2

2 0 1 9
J O U R N A L



เริ่มค�ำนวณจาก stage-1 โดยจะค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกได้ว่า

หลังจากนั้นน�ำค่าอัตราส่วนความควรจะเป็นแบบล็อกที่ได้จาก stage-1 ไปค�ำนวณใน stage-2 จะได้

- ๑๑ - 
 

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

(3)
7I

 
ภาพที่ 8 แผนภาพการถอดรหัสของรหัสโพลาร์ที่มีความยาวของค ารหัสเท่ากับ 8 

ที่มา : ณัฐ  ตันติบุตร (2562) 
                    หมายถึงค่าความควรจะเป็นแบบล็อก (Log-Likelihood Ratio) ของบิตที่ N ใน stage-n 
                         หมายถึงค่าของการตัดสินในบิตของบิตที่ N ใน stage-n 
 ขั้นตอนการถอดรหัสส าหรับรหัสโพลาร์     , , , 8,4, 0,1,2,4 ,[0 0 0 0]FN K F v  
 บิตที่ 0 เริ่มพิจารณาจากบิตที ่ 0 ตามล าดับของ bit-reversal order จะสังเกตได้ว่าในแต่ละวงจร
หน่วยของเส้นทางสีแดงจะเป็นการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนวงจรของหน่วย
ทั้งหมด 

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I  

ภาพที่ 9 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 0 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 เริ่มค านวณจาก stage-1 โดยจะค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกได้ว่า 
(0) (0)
0 1

(0) (0)
0 1

(1)
0

1ln
I I

I I

eI
e e

 
    

, 
(0) (0)
2 3

(0)(0)
32

(1)
2

1ln
I I

II

eI
e e

 
    

, 
(0) (0)

54

(0) (0)
54

(1)
4

1ln
I I

I I

eI
e e

 
    

, 
(0) (0)

76

(0) (0)
6 7

(1)
6

1ln
I I

I I

eI
e e

 
    

 

 หลังจากนั้นน าค่าอัตราส่วนความควรจะเป็นแบบล็อกท่ีได้จาก stage-1 ไปค านวณใน stage-2 จะได ้
(1) (1)
0 2

(1) (1)
0 2

(2)
0

1ln
I I

I I

eI
e e

 
    

, 
(1) (1)
4 6

(1)(1)
64

(2)
4

1ln
I I

II

eI
e e

 
    

 

BITSN
(n)

IN
(n)

- ๑๑ - 
 

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
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ภาพที่ 8 แผนภาพการถอดรหัสของรหัสโพลาร์ที่มีความยาวของค ารหัสเท่ากับ 8 

ที่มา : ณัฐ  ตันติบุตร (2562) 
                    หมายถึงค่าความควรจะเป็นแบบล็อก (Log-Likelihood Ratio) ของบิตที่ N ใน stage-n 
                         หมายถึงค่าของการตัดสินในบิตของบิตที่ N ใน stage-n 
 ขั้นตอนการถอดรหัสส าหรับรหัสโพลาร์     , , , 8,4, 0,1,2,4 ,[0 0 0 0]FN K F v  
 บิตที่ 0 เริ่มพิจารณาจากบิตที ่ 0 ตามล าดับของ bit-reversal order จะสังเกตได้ว่าในแต่ละวงจร
หน่วยของเส้นทางสีแดงจะเป็นการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนวงจรของหน่วย
ทั้งหมด 
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ภาพที่ 9 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 0 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 เริ่มค านวณจาก stage-1 โดยจะค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกได้ว่า 
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 หลังจากนั้นน าค่าอัตราส่วนความควรจะเป็นแบบล็อกท่ีได้จาก stage-1 ไปค านวณใน stage-2 จะได ้
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BITSN
(n)

IN
(n)

หลังจากนั้นน�ำค่าอัตราส่วนความควรจะเป็นแบบล็อกที่ได้จาก stage-2 ไปค�ำนวณใน stage-3 จะได้

- ๑๒ - 
 
 หลังจากนั้นน าค่าอัตราส่วนความควรจะเป็นแบบล็อกท่ีได้จาก stage-2 ไปค านวณใน stage-3 จะได ้
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 และเม่ือค านวณได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่า  
บิตที่ 0 มีค่าเป็นเท่าไหร่ แต่ส าหรับบิตที่ทราบอยู่แล้วว่าเป็นบิตแช่แข็งซึ่งมีค่าบิตเป็น 0 จะตัดสินใจทันที  
ว่ามีค่าเป็น 0  (3)

0 0BITS   โดยไม่ต้องพิจารณาจากค่าอัตราส่วนความควรจะเป็นแบบล็อก 
หมายเหตุ วงกลมสีเขียวแสดงถึงต าแหน่งที่ตัดสินใจบิตเรียบร้อยแล้ว 
 บิตที่ 4 ล าดับต่อไปจะเป็นบิตที่ 4 จากการค านวณค่า อัตราส่วน ความควรจะเป็นแบบล็อก  
ของก่ิงด้านของบนวงจรหน่วย  a  แล้ว จึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านล่าง
ของวงจรหน่วย   a  ได้ จากที่ตัดสินใจว่าบิตที่ 0 เป็น 0  (3)

0 0BITS   จะได้ว่า  (3) (2) (2)
4 0 4I I I   

เมื่อค านวณได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อก ใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 4 มีค่า 
เป็นเท่าไหร่ แต่เนื่องจากทราบอยู่แล้วว่าบิตที่ 4 เป็นบิตแช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0  (3)

4 0BITS   
และหลังจากตัดสินใจบิตที่ 0 และ 4 แล้ว จะสามารถตัดสินใจค่า (2)

0 0BITS   และ (2)
4 0BITS   ได้ 
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ภาพที่ 10 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 4 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 บิตที่ 2 เริ่มค านวณจาก stage-2 โดยจะสามารถหาค่า  (2)
2I  และ (2)

6I  ได้ โดย (2)
2I  จะเท่ากับ 

(1) (1)
2 0I I หรือ (1) (1)

2 0I I  ขึ้นอยู่กับว่า (2)
0BITS  มีค่าเป็นเท่าไหร่และ  (2)

6I  จะเท่ากับ (1) (1)
6 4I I  หรือ 

(1) (1)
6 4I I  ขึ้นอยู่กับว่า (2)

4BITS  มีค่าเป็นเท่าไหร่  ดูค าอธิบายได้จากสมการที่ (6) หลังจากนั้นใน stage-3 

น าค่าอัตราส่วนความควรจะเป็นแบบล็อก ที่ได้จาก stage-2 มาค านวณจะได้  
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และเนื่องจากทราบอยู่แล้วว่าบิตที่ 2 เป็นบิตแช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0  (3)
2 0BITS   

และเมื่อค�ำนวณได้ค่าอัตราส่วนความควรจะเป็นแบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่า 
บิตที่ 0 มีค่าเป็นเท่าไหร่ แต่ส�ำหรับบิตที่ทราบอยู่แล้วว่าเป็นบิตแช่แข็งซึ่งมีค่าบิตเป็น 0 จะตัดสินใจทันที 
ว่ามีค่าเป็น 0 (BITS 0

(3) = 0) โดยไม่ต้องพิจารณาจากค่าอัตราส่วนความควรจะเป็นแบบล็อก

หมายเหตุ วงกลมสีเขียวแสดงถึงต�ำแหน่งที่ตัดสินใจบิตเรียบร้อยแล้ว

บิตที่ 4 ล�ำดับต่อไปจะเป็นบิตที่ 4 จากการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้าน
ของบนวงจรหน่วย (a) แล้ว จงึสามารถหาค่าอตัราส่วนความควรจะเป็นแบบลอ็กของกิง่ด้านล่างของวงจรหน่วย   
(a) ได้ จากที่ตัดสินใจว่าบิตที่ 0 เป็น 0 (BITS 0

(3) = 0) จะได้ว่า I4
(3) = I0

(2) + I4
(2) เมื่อค�ำนวณได้ค่าอัตราส่วน 

ความควรจะเป็นแบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 4 มีค่าเป็นเท่าไหร่ แต่เนื่องจากทราบอยู่
แล้วว่าบิตที่ 4 เป็นบิตแช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0 (BITS 4

(3) = 0) และหลังจากตัดสินใจบิตที่ 0 และ 4 แล้ว 
จะสามารถตัดสินใจค่า BITS 0

(2) = 0 และ BITS 4
(2) = 0 ได้

ภาพที่ 10  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 4

- ๑๒ - 
 
 หลังจากนั้นน าค่าอัตราส่วนความควรจะเป็นแบบล็อกท่ีได้จาก stage-2 ไปค านวณใน stage-3 จะได ้
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 และเม่ือค านวณได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่า  
บิตที่ 0 มีค่าเป็นเท่าไหร่ แต่ส าหรับบิตที่ทราบอยู่แล้วว่าเป็นบิตแช่แข็งซึ่งมีค่าบิตเป็น 0 จะตัดสินใจทันที  
ว่ามีค่าเป็น 0  (3)

0 0BITS   โดยไม่ต้องพิจารณาจากค่าอัตราส่วนความควรจะเป็นแบบล็อก 
หมายเหตุ วงกลมสีเขียวแสดงถึงต าแหน่งที่ตัดสินใจบิตเรียบร้อยแล้ว 
 บิตที่ 4 ล าดับต่อไปจะเป็นบิตที่ 4 จากการค านวณค่า อัตราส่วน ความควรจะเป็นแบบล็อก  
ของก่ิงด้านของบนวงจรหน่วย  a  แล้ว จึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านล่าง
ของวงจรหน่วย   a  ได้ จากที่ตัดสินใจว่าบิตที่ 0 เป็น 0  (3)

0 0BITS   จะได้ว่า  (3) (2) (2)
4 0 4I I I   

เมื่อค านวณได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อก ใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 4 มีค่า 
เป็นเท่าไหร่ แต่เนื่องจากทราบอยู่แล้วว่าบิตที่ 4 เป็นบิตแช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0  (3)

4 0BITS   
และหลังจากตัดสินใจบิตที่ 0 และ 4 แล้ว จะสามารถตัดสินใจค่า (2)

0 0BITS   และ (2)
4 0BITS   ได้ 
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ภาพที่ 10 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 4 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 บิตที่ 2 เริ่มค านวณจาก stage-2 โดยจะสามารถหาค่า  (2)
2I  และ (2)

6I  ได้ โดย (2)
2I  จะเท่ากับ 

(1) (1)
2 0I I หรือ (1) (1)

2 0I I  ขึ้นอยู่กับว่า (2)
0BITS  มีค่าเป็นเท่าไหร่และ  (2)

6I  จะเท่ากับ (1) (1)
6 4I I  หรือ 

(1) (1)
6 4I I  ขึ้นอยู่กับว่า (2)

4BITS  มีค่าเป็นเท่าไหร่  ดูค าอธิบายได้จากสมการที่ (6) หลังจากนั้นใน stage-3 

น าค่าอัตราส่วนความควรจะเป็นแบบล็อก ที่ได้จาก stage-2 มาค านวณจะได้  
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และเนื่องจากทราบอยู่แล้วว่าบิตที่ 2 เป็นบิตแช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0  (3)
2 0BITS   

2 9 3

วารสารวิชาการ

ประจ�ำปี 2562



บิตที่ 2 เริ่มค�ำนวณจาก stage-2 โดยจะสามารถหาค่า I2
(2) และ I6

(2) ได้ โดย I2
(2) จะเท่ากับ I2

(1) + I0
(1)   

หรือ I2
(1) - I0

(1) ขึ้นอยู่กับว่า BITS 0
(2) มีค่าเป็นเท่าไหร่และ I6

(2) จะเท่ากับ I6
(1) + I4

(1) หรือ I6
(1) - I4

(1) ขึ้นอยู่กับว่า 
BITS 4(2) มีค่าเป็นเท่าไหร่ ดูค�ำอธิบายได้จากสมการท่ี (6) หลังจากนั้นใน stage-3 น�ำค่าอัตราส่วนความ

ควรจะเป็นแบบล็อกที่ได้จาก stage-2 มาค�ำนวณจะได้ I2
(3) = In 

eI2(2) + I6(2) +1

eI2(2) + eI6(2) 
 และเนื่องจากทราบอยู่แล้วว่า

บิตที่ 2 เป็นบิตแช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0 (BITS2
(3) = 0)
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ภาพที่ 11 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 2 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 บิตที่ 6 จากการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  b  
แล้วจะสามารถหาค่า อัตราส่วน ความควรจะเป็นแบบล็อก ของก่ิงด้านล่าง ของวงจรหน่วย   b  ได้จาก  
ที่ตัดสินใจว่าบิตที่ 2 เป็น 0  (3)

2 0BITS   จะได้ว่า (3) (2) (2)
6 6 2I I I   เมื่อค านวณได้ค่า อัตราส่วนความควร

จะเป็นแบบล็อก ใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 6 มีค่าเป็นเท่าไหร่ โดยถ้า  (3)
6 0I   

จะตัดสินใจว่า (3)
6 0BITS   และถ้า (3)

6 0I   จะตัดสินใจว่า  (3)
6 1BITS   และหลังจากตัดสินใจบิตที่  2 

และ  6 แล้วจะสามารถตัดสินใจค่า  (2)
0BITS  และ (2)

4BITS  ได้รวมถึงจะ สามารถ หาค่า 
(1) (1) (1) (1)
0 2 4 6, , ,BITS BITS BITS BITS  ได้ 
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ภาพที่ 12 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 6 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 บิตที่ 1 ล าดับต่อไปจะเป็นบิตที่ 1 เริ่มค านวณจาก stage-1 โดยจะสามารถหาค่า 
(1)
1I  เท่ากับ (0) (0)

1 0I I  หรือ (0) (0)
1 0I I  ขึ้นอยู่กับค่า (1)

0BITS  ว่ามีค่าเป็นเท่าไหร่ 
(1)
3I  เท่ากับ (0) (0)

3 2I I  หรือ (0) (0)
3 2I I  ขึ้นอยู่กับค่า (1)

2BITS  ว่ามีค่าเป็นเท่าไหร่ 
(1)
5I  เท่ากับ (0) (0)

5 4I I  หรือ (0) (0)
5 4I I  ขึ้นอยู่กับค่า (1)

4BITS  ว่ามีค่าเป็นเท่าไหร่ 
(1)
7I  เท่ากับ (0) (0)

7 6I I  หรือ (0) (0)
7 6I I  ขึ้นอยู่กับค่า (1)

6BITS  ว่ามีค่าเป็นเท่าไหร่ 

ใน stage-2 จะสามารถหาค่า 
(1) (1)
1 3

(1)(1)
31

(2)
1

1ln
I I

II

eI
e e

 
    

 และ 
(1) (1)
5 7

(1) (1)
5 7

(2)
5

1ln
I I

I I

eI
e e

 
    

 ได้ 

- ๑๓ - 
 

(3)
0I

(3)
4I

 3
2I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I  

ภาพที่ 11 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 2 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 บิตที่ 6 จากการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  b  
แล้วจะสามารถหาค่า อัตราส่วน ความควรจะเป็นแบบล็อก ของก่ิงด้านล่าง ของวงจรหน่วย   b  ได้จาก  
ที่ตัดสินใจว่าบิตที่ 2 เป็น 0  (3)

2 0BITS   จะได้ว่า (3) (2) (2)
6 6 2I I I   เมื่อค านวณได้ค่า อัตราส่วนความควร

จะเป็นแบบล็อก ใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 6 มีค่าเป็นเท่าไหร่ โดยถ้า  (3)
6 0I   

จะตัดสินใจว่า (3)
6 0BITS   และถ้า (3)

6 0I   จะตัดสินใจว่า  (3)
6 1BITS   และหลังจากตัดสินใจบิตที่  2 

และ  6 แล้วจะสามารถตัดสินใจค่า  (2)
0BITS  และ (2)

4BITS  ได้รวมถึงจะ สามารถ หาค่า 
(1) (1) (1) (1)
0 2 4 6, , ,BITS BITS BITS BITS  ได้ 

(3)
0I

(3)
4I

 b
 3
2I

 3
6I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I  

ภาพที่ 12 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 6 
ที่มา : ณัฐ  ตันติบุตร (2562) 

 บิตที่ 1 ล าดับต่อไปจะเป็นบิตที่ 1 เริ่มค านวณจาก stage-1 โดยจะสามารถหาค่า 
(1)
1I  เท่ากับ (0) (0)

1 0I I  หรือ (0) (0)
1 0I I  ขึ้นอยู่กับค่า (1)

0BITS  ว่ามีค่าเป็นเท่าไหร่ 
(1)
3I  เท่ากับ (0) (0)

3 2I I  หรือ (0) (0)
3 2I I  ขึ้นอยู่กับค่า (1)

2BITS  ว่ามีค่าเป็นเท่าไหร่ 
(1)
5I  เท่ากับ (0) (0)

5 4I I  หรือ (0) (0)
5 4I I  ขึ้นอยู่กับค่า (1)

4BITS  ว่ามีค่าเป็นเท่าไหร่ 
(1)
7I  เท่ากับ (0) (0)

7 6I I  หรือ (0) (0)
7 6I I  ขึ้นอยู่กับค่า (1)

6BITS  ว่ามีค่าเป็นเท่าไหร่ 

ใน stage-2 จะสามารถหาค่า 
(1) (1)
1 3

(1)(1)
31

(2)
1

1ln
I I

II

eI
e e

 
    

 และ 
(1) (1)
5 7

(1) (1)
5 7

(2)
5

1ln
I I

I I

eI
e e

 
    

 ได้ 

ภาพที่ 11  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 2

บิตที่ 6 จากการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย (b)

แล้วจะสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้านล่างของวงจรหน่วย (b) ได้จากที่ตัดสินใจ
ว่าบิตที่ 2 เป็น 0 (BITS2

(3) = 0) จะได้ว่า I6
(3) = I6

(2) + I2
(2) เมื่อค�ำนวณได้ค่าอัตราส่วนความควรจะเป็นแบบล็อก

ใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 6 มีค่าเป็นเท่าไหร่ โดยถ้า I6
(3) > 0 จะตัดสินใจว่า BITS6

(3) = 0 
และถ้า I6

(3) < 0 จะตัดสนิใจว่า BITS6
(3) = 1 และหลังจากตดัสินใจบติท่ี 2 และ 6 แล้วจะสามารถตดัสินใจค่า BITS0

(2)

และ BITS4
(2) ได้รวมถึงจะสามารถหาค่า BITS0

(1), BITS2
(1), BITS4

(1), BITS6
(1) ได้

ภาพที่ 12  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 6
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บิตที่ 1 ล�ำดับต่อไปจะเป็นบิตที่ 1 เริ่มค�ำนวณจาก stage-1 โดยจะสามารถหาค่า

I1
(1) 	 เท่ากับ I1

(0) + I0
(0) หรือ I1

(0) - I0
(0)  ขึ้นอยู่กับค่า BITS0

(1) ว่ามีค่าเป็นเท่าไร

I3
(1) 	 เท่ากับ I3

(0) + I2
(0) หรือ I3

(0) - I2
(0) ขึ้นอยู่กับค่า BITS2

(1) ว่ามีค่าเป็นเท่าไร

I5
(1) 	 เท่ากับ I5

(0) + I4
(0) หรือ I5

(0) - I4
(0) ขึ้นอยู่กับค่า BITS4

(1) ว่ามีค่าเป็นเท่าไร

I7
(1) 	 เท่ากับ I7

(0) + I6
(0) หรือ I7

(0) - I6
(0) ขึ้นอยู่กับค่า BITS6

(1) ว่ามีค่าเป็นเท่าไร

ใน stage-2 จะสามารถหาค่า I1
(2) = In 

eI1
(1) + I3

(1) +1

eI1
(1) + eI3

(1) 
 และ I5

(2) = In 
eI5

(1) + I7
(1) +1

eI5
(1) + eI7

(1) 
 ได้

ใน stage-3 จะสามารถหาค่า I1
(3) = In 

eI1
(2) + I5

(2) +1

eI1
(2) + eI5

(2) 
 ได้ และเนื่องจากทราบอยู่แล้วว่าบิตที่ 1 เป็นบิต 

แช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0 (BITS1
(3) = 0)

- ๑๔ - 
 

ใน stage-3 จะสามารถหาค่า 
( 2) ( 2)

51

( 2) ( 2)
51

(3)
1

1ln
I I

I I

eI
e e

 
    

 ได้ และเนื่องจากทราบอยู่แล้วว่าบิตที่ 1 เป็นบิต 

แช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0  (3)
1 0BITS   

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 
ภาพที่ 13 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 1 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 5 จากการที่ค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  c  
แล้วจึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านล่างของวงจรหน่วย  c  ได้จากที่ตัดสินใจ
ว่าบิตที่ 1 เป็น 0  (3)

1 0BITS   จะได้ว่า (3) (2) (2)
5 5 1I I I   และเม่ือค านวณได้ค่าอัตราส่วนความควรจะเป็น

แบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 5 มีค่าเป็นเท่าไหร่ โดยถ้า  (3)
5 0I   จะตัดสินใจว่า  

(3)
5 0BITS   และถ้า (3)

5 0I   จะตัดสินใจว่า  (3)
5 1BITS   และหลังจากตัดสินใจบิตที่  1 และ 5 

แล้วจะสามารถตัดสินใจค่า (2)
1BITS  และ (2)

5BITS  ได้ 
(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

 c

 
ภาพที่ 14 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 5 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 3 เริ่มค านวณจาก stage-2 โดยจะสามารถหาค่า (2)

3I  และ (2)
7I  ได้ 

 โดย (2)
3I  จะเท่ากับ (1) (1)

3 1I I  หรือ (1) (1)
3 1I I   ขึ้นอยู่กับว่า (2)

1BITS  มีค่าเป็นเท่าไหร่ 
 และ (2)

7I  จะเท่ากับ (1) (1)
7 5I I  หรือ (1) (1)

7 5I I  ขึ้นอยู่กับว่า  (2)
5BITS มีค่าเป็นเท่าไหร่ 

 ใน stage-3 น าค่าอัตราส่วนความควรจะเป็นแบบล็อกที่ได้จาก stage-2 มาค านวณ จะได้ 

ภาพที่ 13  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 1

บิตที่ 5 จากการที่ค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้านบนของวงจรหน่วย (c)

แล้วจึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้านล่างของวงจรหน่วย (c) ได้จากที่ตัดสินใจ
ว่าบิตที่ 1 เป็น 0 (BITS1

(3) = 0) จะได้ว่า I5
(3) = I5

(2) + I1
(1) และเมื่อค�ำนวณได้ค่าอัตราส่วนความควรจะเป็นแบบ

ล็อกใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 5 มีค่าเป็นเท่าไหร่ โดยถ้า I5
(3) > 0 จะตัดสินใจว่า BITS5

(3) = 0 

และถ้า I5
(3) < 0 จะตัดสินใจว่า BITS5

(3) = 1 และหลังจากตัดสินใจบิตที่ 1 และ 5 แล้วจะสามารถตัดสินใจค่า 
BITS1

(2) และ BITS5
(2) ได้

2 9 5
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ภาพที่ 14  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 5

บิตที่ 3 เริ่มค�ำนวณจาก stage-2 โดยจะสามารถหาค่า I3
(2) และ I7

(2) ได้

โดย	 I3
(2) จะเท่ากับ I3

(1) + I1
(1)  หรือ I3

(1) - I1
(1) ขึ้นอยู่กับว่า BITS1

(2) มีค่าเป็นเท่าไหร่

และ	I7
(2) จะเท่ากับ I7

(1) + I5
(1) หรือ I7

(1) - I5
(1) ขึ้นอยู่กับว่า BITS5

(2) มีค่าเป็นเท่าไหร่

ใน stage-3 น�ำค่าอัตราส่วนความควรจะเป็นแบบล็อกที่ได้จาก stage-2 มาค�ำนวณ จะได้

 I3
(3) = In 

eI3
(2) + I7

(2) +1

eI3
(2) + eI7

(2) 
 และจะสามารถตัดสินใจได้ว่าบิตที่ 3 มีค่าเป็นเท่าไหร่

โดยถ้า I3
(3) > 0 จะตัดสินใจว่า BITS3

(3) = 0 และถ้า I3
(3) < 0 จะตัดสินใจว่า BITS3

(3) = 1

I0
(3)

I1
(3)

I2
(3)

I4
(3)

I5
(3)

I6
(3)

(c)

- ๑๔ - 
 

ใน stage-3 จะสามารถหาค่า 
( 2) ( 2)

51

( 2) ( 2)
51

(3)
1

1ln
I I

I I

eI
e e

 
    

 ได้ และเนื่องจากทราบอยู่แล้วว่าบิตที่ 1 เป็นบิต 

แช่แข็งจึงตัดสินใจว่ามีค่าเป็น 0  (3)
1 0BITS   

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 
ภาพที่ 13 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 1 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 5 จากการที่ค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  c  
แล้วจึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านล่างของวงจรหน่วย  c  ได้จากที่ตัดสินใจ
ว่าบิตที่ 1 เป็น 0  (3)

1 0BITS   จะได้ว่า (3) (2) (2)
5 5 1I I I   และเม่ือค านวณได้ค่าอัตราส่วนความควรจะเป็น

แบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 5 มีค่าเป็นเท่าไหร่ โดยถ้า  (3)
5 0I   จะตัดสินใจว่า  

(3)
5 0BITS   และถ้า (3)

5 0I   จะตัดสินใจว่า  (3)
5 1BITS   และหลังจากตัดสินใจบิตที่  1 และ 5 

แล้วจะสามารถตัดสินใจค่า (2)
1BITS  และ (2)

5BITS  ได ้
(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

 c

 
ภาพที่ 14 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 5 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 3 เริ่มค านวณจาก stage-2 โดยจะสามารถหาค่า (2)

3I  และ (2)
7I  ได้ 

 โดย (2)
3I  จะเท่ากับ (1) (1)

3 1I I  หรือ (1) (1)
3 1I I   ขึ้นอยู่กับว่า (2)

1BITS  มีค่าเป็นเท่าไหร่ 
 และ (2)

7I  จะเท่ากับ (1) (1)
7 5I I  หรือ (1) (1)

7 5I I  ขึ้นอยู่กับว่า  (2)
5BITS มีค่าเป็นเท่าไหร่ 

 ใน stage-3 น าค่าอัตราส่วนความควรจะเป็นแบบล็อกที่ได้จาก stage-2 มาค านวณ จะได้ 
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 และจะสามารถตัดสินใจได้ว่าบิตที่ 3 มีค่าเป็นเท่าไหร่ 

 โดยถ้า (3)
3 0I   จะตัดสินใจว่า (3)

3 0BITS  และถ้า (3)
3 0I   จะตัดสินใจว่า (3)

3 1BITS   
(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

 
ภาพที่ 15 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 3 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 7 จากการที่ไดค้ านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  
 d  แล้ว จึงสามารถหาค่า อัตราส่วน ความควรจะเป็นแบบล็อกของก่ิงด้านล่างของวงจรหน่วย   d  ได้ 
โดย (3)

7I  เท่ากับ (2) (2)
7 3I I  หรือ (2) (2)

7 3I I  ขึ้นอยู่กับว่า (3)
3BITS  มีค่าเป็นเท่าไหร่  และเม่ือค านวณ  

ได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อกใน  stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 7 มีค่าเป็นเท่าไหร่  
โดยถ้า (3)

7 0I   จะตัดสินใจว่า (3)
7 0BITS   และถ้า (3)

7 0I   จะตัดสินใจว่า (3)
7 1BITS   หลังจากตัดสินใจ

บิตที่ 3 และ 7 แล้วจะสามารถตัดสินใจค่า (2)
3BITS  และ (2)

7BITS  ได้ รวมถึงจะสามารถหาค่า  (1)
1BITS , 

(1)
3BITS , (1)

5BITS , (1)
7BITS  จะได้ 

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

(3)
7I

 d

 
ภาพที่ 16 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 7 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 หลังจากท าการตัดสินใจบิตใน stage-3 เสร็จเรียบร้อย จะเรียกค่าบิตที่ตัดสินใจได้ทางด้านซ้าย สุด
ของแผนภาพว่า d̂  โดย (3)

î id BITS  เมื่อ 0,1,2,...,7i   และจะสามารถหาค่าของข้อมูลที่ถูกถอดรหัส  m̂  
ได้จาก ˆˆ i jm d  โดย 0,1,2,3i   และ cj F  

ภาพที่ 15  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 3

2 9 6

2 0 1 9
J O U R N A L



บติที ่7 จากการทีไ่ด้ค�ำนวณค่าอตัราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย (d) แล้ว 
จึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้านล่างของวงจรหน่วย (d) ได้โดย I7

(3) เท่ากับ 
I7

(2) + I3
(2) หรือ I7

(2) - I3
(2) ขึ้นอยู่กับว่า BITS3

(3) มีค่าเป็นเท่าไหร่ และเมื่อค�ำนวณได้ค่าอัตราส่วนความควรจะเป็น
แบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 7 มีค่าเป็นเท่าไหร่ โดยถ้า I7

(3) > 0 จะตัดสินใจว่า 
BITS7

(3) = 0 และถ้า I7
(3) < 0 จะตัดสินใจว่า BITS7

(3) = 1 หลังจากตัดสินใจบิตที่ 3 และ 7 แล้วจะสามารถ 
ตัดสินใจค่า BITS3

(2) และ BITS7
(2) ได้ รวมถึงจะสามารถหาค่า BITS1

(1), BITS3
(1), BITS5

(1), BITS7
(1) จะได้

บติที ่7 จากการทีไ่ด้ค�ำนวณค่าอตัราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย (d) แล้ว 
จึงสามารถหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของกิ่งด้านล่างของวงจรหน่วย (d) ได้โดย I7

(3) เท่ากับ 
I7

(2) + I3
(2) หรือ I7

(2) - I3
(2) ขึ้นอยู่กับว่า BITS3

(3) มีค่าเป็นเท่าไหร่ และเมื่อค�ำนวณได้ค่าอัตราส่วนความควรจะเป็น
แบบล็อกใน stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 7 มีค่าเป็นเท่าไหร่ โดยถ้า I7

(3) > 0 จะตัดสินใจว่า 
BITS7

(3) = 0 และถ้า I7
(3) < 0 จะตัดสินใจว่า BITS7

(3) = 1 หลังจากตัดสินใจบิตที่ 3 และ 7 แล้วจะสามารถ 
ตัดสินใจค่า BITS3

(2) และ BITS7
(2) ได้ รวมถึงจะสามารถหาค่า BITS1

(1), BITS3
(1), BITS5

(1), BITS7
(1) จะได้
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 และจะสามารถตัดสินใจได้ว่าบิตที่ 3 มีค่าเป็นเท่าไหร่ 

 โดยถ้า (3)
3 0I   จะตัดสินใจว่า (3)

3 0BITS  และถ้า (3)
3 0I   จะตัดสินใจว่า (3)

3 1BITS   
(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

 
ภาพที่ 15 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 3 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 7 จากการที่ไดค้ านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  
 d  แล้ว จึงสามารถหาค่า อัตราส่วน ความควรจะเป็นแบบล็อกของก่ิงด้านล่างของวงจรหน่วย   d  ได้ 
โดย (3)

7I  เท่ากับ (2) (2)
7 3I I  หรือ (2) (2)

7 3I I  ขึ้นอยู่กับว่า (3)
3BITS  มีค่าเป็นเท่าไหร่  และเม่ือค านวณ  

ได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อกใน  stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 7 มีค่าเป็นเท่าไหร่  
โดยถ้า (3)

7 0I   จะตัดสินใจว่า (3)
7 0BITS   และถ้า (3)

7 0I   จะตัดสินใจว่า (3)
7 1BITS   หลังจากตัดสินใจ

บิตที่ 3 และ 7 แล้วจะสามารถตัดสินใจค่า (2)
3BITS  และ (2)

7BITS  ได้ รวมถึงจะสามารถหาค่า  (1)
1BITS , 

(1)
3BITS , (1)

5BITS , (1)
7BITS  จะได้ 

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

(3)
7I

 d

 
ภาพที่ 16 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 7 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 หลังจากท าการตัดสินใจบิตใน stage-3 เสร็จเรียบร้อย จะเรียกค่าบิตที่ตัดสินใจได้ทางด้านซ้าย สุด
ของแผนภาพว่า d̂  โดย (3)

î id BITS  เมื่อ 0,1,2,...,7i   และจะสามารถหาค่าของข้อมูลที่ถูกถอดรหัส  m̂  
ได้จาก ˆˆ i jm d  โดย 0,1,2,3i   และ cj F  

ภาพที่ 16  แผนภาพเส้นทางการค�ำนวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 7

หลังจากท�ำการตัดสินใจบิตใน stage-3 เสร็จเรียบร้อย จะเรียกค่าบิตที่ตัดสินใจได้ทางด้านซ้ายสุดของ
แผนภาพว่า 

∧

d โดย 
∧

d = BITS3
(1) เมื่อ i = 0, 1, 2,..., 7 และจะสามารถหาค่าของข้อมูลที่ถูกถอดรหัส ∧m ได้จาก 

∧mi = 
∧

di โดย i = 0, 1, 2,3 และ j 
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 และจะสามารถตัดสินใจได้ว่าบิตที่ 3 มีค่าเป็นเท่าไหร่ 

 โดยถ้า (3)
3 0I   จะตัดสินใจว่า (3)

3 0BITS  และถ้า (3)
3 0I   จะตัดสินใจว่า (3)

3 1BITS   
(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

 
ภาพที่ 15 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 3 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 บิตที่ 7 จากการที่ไดค้ านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของก่ิงด้านบนของวงจรหน่วย  
 d  แล้ว จึงสามารถหาค่า อัตราส่วน ความควรจะเป็นแบบล็อกของก่ิงด้านล่างของวงจรหน่วย   d  ได้ 
โดย (3)

7I  เท่ากับ (2) (2)
7 3I I  หรือ (2) (2)

7 3I I  ขึ้นอยู่กับว่า (3)
3BITS  มีค่าเป็นเท่าไหร่  และเม่ือค านวณ  

ได้ค่า อัตราส่วน ความควรจะเป็นแบบล็อกใน  stage-3 จะสามารถตัดสินใจได้ว่าบิตที่ 7 มีค่าเป็นเท่าไหร่  
โดยถ้า (3)

7 0I   จะตัดสินใจว่า (3)
7 0BITS   และถ้า (3)

7 0I   จะตัดสินใจว่า (3)
7 1BITS   หลังจากตัดสินใจ

บิตที่ 3 และ 7 แล้วจะสามารถตัดสินใจค่า (2)
3BITS  และ (2)

7BITS  ได้ รวมถึงจะสามารถหาค่า  (1)
1BITS , 

(1)
3BITS , (1)

5BITS , (1)
7BITS  จะได้ 

(3)
0I

(0)
1I

(0)
0I

(0)
2I
(0)
3I
(0)
4I
(0)
5I
(0)
6I
(0)
7I

 3
1I
 3
2I

 3
4I

 3
6I

 3
5I

(3)
3I

(3)
7I

 d

 
ภาพที่ 16 แผนภาพเส้นทางการค านวณค่าอัตราส่วนความควรจะเป็นแบบล็อกของบิตที่ 7 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 หลังจากท าการตัดสินใจบิตใน stage-3 เสร็จเรียบร้อย จะเรียกค่าบิตที่ตัดสินใจได้ทางด้านซ้าย สุด
ของแผนภาพว่า d̂  โดย (3)

î id BITS  เมื่อ 0,1,2,...,7i   และจะสามารถหาค่าของข้อมูลที่ถูกถอดรหัส  m̂  
ได้จาก ˆˆ i jm d  โดย 0,1,2,3i   และ cj F   Fe

ภาพที่ 17 แผนภาพหลังจากหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของทั้ง 8 บิต
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ภาพที่ 17 แผนภาพหลังจากหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของทั้ง 8 บิต 

ที่มา : ณัฐ  ตันติบุตร (2562) 
3. การทดสอบสมรรถนะของรหัสโพลาร์ 
 3.1 โปรแกรมจ าลองการเข้ารหัสและถอดรหัสของรหัสโพลาร์ 
 โปรแกรมท่ีสร้างข้ึนสามารถก าหนดความยาวของค ารหัส = N  บิต, ความยาวของบิตข้อมูล  = K  บิต 
และค่า SNR ได้ โดยจะมีอัตรารหัส ( R ) = /K N  ในโปรแกรมจะจ าลองการส่งข้อมูลบนช่องสัญญาณ AWGN 
และท าการมอดูเลต โดยใช้วิธีการเลื่อนเฟสแบบไบนารี  (Binary phase-shift keying) เมื่อโปรแกรมท างาน  
จะแสดงค่าดังต่อไปนี้ 1) เวกเตอร์ของบิตข้อมูล  (m ) 2) ต าแหน่งของบิตแช่แข็ง  โดยต าแหน่งที่เป็น  0 
หมายถึงต าแหน่งของบิตแช่แข็ง  และต าแหน่งที่เป็น  -1 หมายถึงต าแหน่งของบิตข้อมูล  3) เวกเตอร์ของข้อมูล  
ที่ถูกเข้ารหัสแล้ว ( x ) 4) ค่าของสัญญาณที่ภาครับรับได้ ( r ) 5) เวกเตอร์ของบิตข้อมูลที่ถูกถอดรหัส (m̂ ) 
 
 

 
ภาพที่ 18 ตัวอย่างของผลที่ได้จากการท างานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โดยมี 8N  , 4K   
ที่มา : ณัฐ  ตันติบุตร (2562) 

 
ภาพที่ 19 ตัวอย่างของผลที่ได้จากการท างานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โดยมี 16N  , 8K   
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3. การทดสอบสมรรถนะของรหัสโพลาร์

3.1 โปรแกรมจ�ำลองการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โปรแกรมที่สร้างขึ้นสามารถก�ำหนดความยาวของค�ำรหัส = N บิต, ความยาวของบิตข้อมูล = K บิต 
และค่า SNR ได้ โดยจะมีอัตรารหัส (R) = K / N ในโปรแกรมจะจ�ำลองการส่งข้อมูลบนช่องสัญญาณ AWGN 
และท�ำการมอดูเลตโดยใช้วิธีการเลื่อนเฟสแบบไบนารี (Binary phase-shift keying) เมื่อโปรแกรมท�ำงาน 
จะแสดงค่าดังต่อไปนี้ 1) เวกเตอร์ของบิตข้อมูล (m) 2) ต�ำแหน่งของบิตแช่แข็ง โดยต�ำแหน่งที่เป็น 0 หมายถึง
ต�ำแหน่งของบิตแช่แข็ง และต�ำแหน่งที่เป็น -1 หมายถึงต�ำแหน่งของบิตข้อมูล 3) เวกเตอร์ของข้อมูล 
ที่ถูกเข้ารหัสแล้ว (x) 4) ค่าของสัญญาณที่ภาครับรับได้ (r) 5) เวกเตอร์ของบิตข้อมูลที่ถูกถอดรหัส ( ∧m )

- ๑๖ - 
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ภาพที่ 17 แผนภาพหลังจากหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของทั้ง 8 บิต 

ที่มา : ณัฐ  ตันติบุตร (2562) 
3. การทดสอบสมรรถนะของรหัสโพลาร์ 
 3.1 โปรแกรมจ าลองการเข้ารหัสและถอดรหัสของรหัสโพลาร์ 
 โปรแกรมท่ีสร้างข้ึนสามารถก าหนดความยาวของค ารหัส = N  บิต, ความยาวของบิตข้อมูล  = K  บิต 
และค่า SNR ได้ โดยจะมีอัตรารหัส ( R ) = /K N  ในโปรแกรมจะจ าลองการส่งข้อมูลบนช่องสัญญาณ AWGN 
และท าการมอดูเลต โดยใช้วิธีการเลื่อนเฟสแบบไบนารี  (Binary phase-shift keying) เมื่อโปรแกรมท างาน  
จะแสดงค่าดังต่อไปนี้ 1) เวกเตอร์ของบิตข้อมูล  (m ) 2) ต าแหน่งของบิตแช่แข็ง  โดยต าแหน่งที่เป็น  0 
หมายถึงต าแหน่งของบิตแช่แข็ง  และต าแหน่งที่เป็น  -1 หมายถึงต าแหน่งของบิตข้อมูล  3) เวกเตอร์ของข้อมูล  
ที่ถูกเข้ารหัสแล้ว ( x ) 4) ค่าของสัญญาณที่ภาครับรับได้ ( r ) 5) เวกเตอร์ของบิตข้อมูลที่ถูกถอดรหัส (m̂ ) 
 
 

 
ภาพที่ 18 ตัวอย่างของผลที่ได้จากการท างานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โดยมี 8N  , 4K   
ที่มา : ณัฐ  ตันติบุตร (2562) 

 
ภาพที่ 19 ตัวอย่างของผลที่ได้จากการท างานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โดยมี 16N  , 8K   

- ๑๖ - 
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ภาพที่ 17 แผนภาพหลังจากหาค่าอัตราส่วนความควรจะเป็นแบบล็อกของทั้ง 8 บิต 

ที่มา : ณัฐ  ตันติบุตร (2562) 
3. การทดสอบสมรรถนะของรหัสโพลาร์ 
 3.1 โปรแกรมจ าลองการเข้ารหัสและถอดรหัสของรหัสโพลาร์ 
 โปรแกรมท่ีสร้างข้ึนสามารถก าหนดความยาวของค ารหัส = N  บิต, ความยาวของบิตข้อมูล  = K  บิต 
และค่า SNR ได้ โดยจะมีอัตรารหัส ( R ) = /K N  ในโปรแกรมจะจ าลองการส่งข้อมูลบนช่องสัญญาณ AWGN 
และท าการมอดูเลต โดยใช้วิธีการเลื่อนเฟสแบบไบนารี  (Binary phase-shift keying) เมื่อโปรแกรมท างาน  
จะแสดงค่าดังต่อไปนี้ 1) เวกเตอร์ของบิตข้อมูล  (m ) 2) ต าแหน่งของบิตแช่แข็ง  โดยต าแหน่งที่เป็น  0 
หมายถึงต าแหน่งของบิตแช่แข็ง  และต าแหน่งที่เป็น  -1 หมายถึงต าแหน่งของบิตข้อมูล  3) เวกเตอร์ของข้อมูล  
ที่ถูกเข้ารหัสแล้ว ( x ) 4) ค่าของสัญญาณที่ภาครับรับได้ ( r ) 5) เวกเตอร์ของบิตข้อมูลที่ถูกถอดรหัส (m̂ ) 
 
 

 
ภาพที่ 18 ตัวอย่างของผลที่ได้จากการท างานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โดยมี 8N  , 4K   
ที่มา : ณัฐ  ตันติบุตร (2562) 

 
ภาพที่ 19 ตัวอย่างของผลที่ได้จากการท างานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์

โดยมี 16N  , 8K   

ภาพที่ 18  ตัวอย่างของผลที่ได้จากการท�ำงานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์โดยมี N = 8, K = 4 

ภาพที่ 19  ตัวอย่างของผลที่ได้จากการท�ำงานของโปรแกรมการเข้ารหัสและถอดรหัสของรหัสโพลาร์โดยมี N = 16, K = 8 

3.2 การตรวจเชค็ความถกูต้องของโปรแกรมทีใ่ช้แสดงกราฟิกเพ่ือประเมินสมรรถนะของรหัสโพลาร์

ในการตรวจเช็คความถูกของโปรแกรมที่ใช้แสดงกราฟิกเพื่อประเมินสมรรถนะของรหัสโพลาร ์
ท�ำได้โดยการจ�ำลองการเข้ารหัสและถอดรหัสบนช่องสัญญาณ AWGN ที่ความยาวของค�ำรหัสค่าต่าง ๆ  
อัตรารหัสเท่ากับ 1/2 และถอดรหัสโดยวิธีหักล้างอย่างต่อเนื่อง ซึ่งการจ�ำลองบนช่องสัญญาณ AWGN 
อัตรารหัสเท่ากับ 1/2 และถอดรหัสโดยวิธีหักล้างอย่างต่อเนื่องมีการน�ำเสนอผลและน�ำมาเขียนบทความ 
ทางวิชาการอย่างแพร่หลาย หลังจากนั้นจึงน�ำผลค่าอัตราความผิดพลาดบิต (BER) และค่าอัตราความผิดพลาด
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เฟรม (FER) ที่ได้จากโปรแกรมที่เขียนขึ้นไปเปรียบเทียบกับบทความทางวิชาการที่มีการตีพิมพ์ (Vangala, 
Viterbo, & Hong, 2014) (Xiong, Lin, & Yan, 2016) และ (Chen, Niu, & Lin, 2013) จึงได้ข้อสรุปว่า 
ผลที่ได้มีความใกล้เคียงกับบทความทางวิชาการในระดับที่เช่ือได้ว่าโปรแกรมท่ีเขียนข้ึนถูกต้อง ในภาพที่ 21 
และ 22 น�ำเสนอผลการทดสอบค่าอัตราความผิดพลาดบิต และค่าอัตราความผิดพลาดเฟรม (FER) ของ 
รหัสโพลาร์ที่มีความยาวบล็อกเท่ากับ 32, 64, 128, 256 และ 512 บิต ผลการทดสอบแสดงให้เห็นว่าเมื่อระบบ
ใช้บล็อกที่มีความยาวมากขึ้นอัตราความผิดพลาดจะลดต�่ำลงเร็วกว่าเมื่อมีการเพิ่มค่า Eb / N0 ขึ้น หรือจะกล่าว 
ในอีกนยัหนึง่คอื หากก�ำหนดเป้าหมายค่าอัตราความผิดพลาดไว้ทีค่่าเฉพาะค่าหนึง่ รหัสโพลาร์ทีม่ขีนาดความยาว 
บล็อกสูงจะสามารถให้ค่าความผิดพลาดได้ตามที่ก�ำหนดด้วย Eb / N0 ที่ต�่ำกว่า

- ๑๗ - 
 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 3.2 การตรวจเช็คความถูกต้องของโปรแกรมท่ีใช้แสดงกราฟฟิกเพื่อประเมินสมรรถนะของรหัสโพลาร์ 
 ในการตรวจเช็คความถูกของ โปรแกรมท่ีใช้แสดงกราฟฟิกเพ่ือประเมินสมรรถนะของรหัสโพลาร์  
ท าได้ โดยการ จ าลองการเข้ารหัสและถอดรหัสบนช่องสัญญาณ AWGN ที่ความยาวของค ารหัสค่าต่าง ๆ  
อัตรารหัสเท่ากับ 1/2 และถอดรหัสโดยวิธีหักล้างอย่างต่อเนื่อง ซ่ึงการจ าลองบนช่องสัญญาณ AWGN 
อัตรารหัสเท่ากับ 1/2 และถอดรหัสโดยวิธีหักล้างอย่างต่อเนื่องมีการน าเสนอผลและน ามาเขียนบทความ  
ทางวิชาการอย่างแพร่หลาย หลังจากนั้นจึงน าผลค่าอัตราความผิดพลาดบิต (BER) และค่าอัตราความผิดพลาดเฟรม 
(FER) ที่ได้จากโปรแกรมที่เขียนขึ้นไปเปรียบเทียบกับ บทความทางวิชาการท่ี มีการตีพิมพ์ (Vangala, Viterbo, 
& Hong, 2014) (Xiong, Lin, & Yan, 2016) และ (Chen, Niu, & Lin, 2013) จึงได้ข้อสรุปว่าผลที่ได้  
มีความใกล้เคียงกับบทความทางวิชาการในระดับที่เชื่อได้ว่าโปรแกรมท่ีเขียนขึ้นถูกต้อง  ในภาพที่ 21 และ 22 
น าเสนอผลการทดสอบค่าอัตราความผิดพลาดบิต และค่าอัตราความผิดพลาดเฟรม  (FER) ของรหัสโพลาร์  
ที่มีความยาวบล็อกเท่ากับ 32, 64, 128, 256 และ 512 บิต ผลการทดสอบแสดงให้เห็นว่าเมื่อระบบใช้บล็อก
ที่มีความยาวมากข้ึนอัตราความผิดพลาดจะลดต่ าลงเร็วกว่าเมื่อมีการเพิ่มค่า 0/bE N  ขึ้น หรือจะกล่าว  
ในอีกนัยหนึ่งคือ หากก าหนดเป้าหมายค่าอัตราความผิดพลาดไว้ที่ค่าเฉพาะค่าหนึ่ง รหัสโพลาร์ที่มีขนาด  
ความยาวบล็อกสูงจะสามารถให้ค่าความผิดพลาดได้ตามท่ีก าหนดด้วย 0/bE N  ที่ต่ ากว่า 

 
ภาพที่ 20 กราฟเปรียบเทียบค่าอัตราความผิดพลาดบิตของรหัสโพลาร์ ที่ความยาวของค ารหัสค่าต่าง ๆ 

ที่มา : ณัฐ  ตันติบุตร (2562) ภาพที่ 20  กราฟเปรียบเทียบค่าอัตราความผิดพลาดบิตของรหัสโพลาร์ ที่ความยาวของค�ำรหัสค่าต่าง ๆ

- ๑๘ - 
 

 
ภาพที่ 21 กราฟเปรียบเทียบค่าอัตราความผิดพลาดเฟรมของรหัสโพลาร์  ที่ความยาวของค ารหัสค่าต่าง ๆ 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 3.3 กราฟเปรียบเทียบสมรรถนะของรหัสโพลาร์ที่มีอัตรารหัสค่าต่าง ๆ 
 น าโปรแกรมท่ีใช้แสดงกราฟฟิกเพ่ือประเมินสมรรถนะของรหัสโพลาร์ ในข้อ 2) มาใช้เพ่ือประเมิน
สมรรถนะของรหัสโพลาร์ที่มีอัตรารหัสค่าต่าง ๆ โดยในการจ าลองก าหนดให้รหัสโพลาร์ที่มีความยาว  
ของค ารหัสเท่ากับ 128 บิต อัตรารหัสค่าต่าง ๆ แตกต่างกัน 3 ค่า ได้แก่ 1/3 1/2 และ 2/3 และท าการจ าลอง
การเข้ารหัสและถอดรหัสบนช่องสัญญาณ AWGN 

 
ภาพที่ 22 กราฟเปรียบเทียบค่าอัตราความผิดพลาดบิตของรหัสโพลาร์ ที่อัตรารหัสค่าต่าง ๆ 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 จากผลการจ าลองในรูป 22 จะเห็นว่าเมื่ออัตรารหัสมีค่าน้อยลง จะท าให้ได้สมรรถนะท่ีดีมากขึ้น  
โดยยกตัวอย่าง ที่ 0/ 4bE N   dB รหัสโพลาร์ที่มีอัตรารหัสเท่ากับ 2/3 1/2 และ 1/3 จะมีค่าอัตรา  
ความผิดพลาดบิตเท่ากับ 32 10 ,  45.5 10  และ 43 10  ตามล าดับ ซึ่งการที่อัตรารหัสมีค่าน้อยลง  
มีความหมายว่าส่งจ านวนของเช็คบิต  (บิตแช่แข็ง ) ต่อหนึ่งเฟรมมากข้ึน เมื่อส่งเช็คบิตมากข้ึนจะส่งผล  

ภาพที่ 21  กราฟเปรียบเทียบค่าอัตราความผิดพลาดเฟรมของรหัสโพลาร์ ที่ความยาวของค�ำรหัสค่าต่าง ๆ
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3.3 กราฟเปรียบเทียบสมรรถนะของรหัสโพลาร์ที่มีอัตรารหัสค่าต่าง ๆ

น�ำโปรแกรมทีใ่ช้แสดงกราฟิกเพือ่ประเมนิสมรรถนะของรหสัโพลาร์ในข้อ 2) มาใช้เพือ่ประเมนิสมรรถนะ
ของรหัสโพลาร์ที่มีอัตรารหัสค่าต่าง ๆ  โดยในการจ�ำลองก�ำหนดให้รหัสโพลาร์ที่มีความยาวของค�ำรหัสเท่ากับ 
128 บิต อัตรารหัสค่าต่าง ๆ  แตกต่างกัน 3 ค่า ได้แก่ 1/3 1/2 และ 2/3 และท�ำการจ�ำลองการเข้ารหัสและ
ถอดรหัสบนช่องสัญญาณ AWGN

ภาพที่ 22  กราฟเปรียบเทียบค่าอัตราความผิดพลาดบิตของรหัสโพลาร์ ที่อัตรารหัสค่าต่าง ๆ

จากผลการจ�ำลองในรูป 22 จะเห็นว่าเมื่ออัตรารหัสมีค่าน้อยลง จะท�ำให้ได้สมรรถนะที่ดีมากขึ้น 
โดยยกตัวอย่างที่ Eb / N0 = dB รหัสโพลาร์ที่มีอัตรารหัสเท่ากับ 2/3 1/2 และ 1/3 จะมีค่าอัตราความผิดพลาด
บิตเท่ากับ 2×10-3, 5.5×10-4 และ 3×10-4 ตามล�ำดับ ซึ่งการที่อัตรารหัสมีค่าน้อยลง มีความหมายว่าส่งจ�ำนวน
ของเช็คบิต (บิตแช่แข็ง) ต่อหนึ่งเฟรมมากขึ้น เมื่อส่งเช็คบิตมากขึ้นจะส่งผลให้ได้สมรรถนะค่าความผิดพลาด 
ที่ดีขึ้น แต่ก็จะใช้เวลาในการส่งข้อมูลมากขึ้นตามไปด้วย

- ๑๘ - 
 

 
ภาพที่ 21 กราฟเปรียบเทียบค่าอัตราความผิดพลาดเฟรมของรหัสโพลาร์  ที่ความยาวของค ารหัสค่าต่าง ๆ 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 3.3 กราฟเปรียบเทียบสมรรถนะของรหัสโพลาร์ที่มีอัตรารหัสค่าต่าง ๆ 
 น าโปรแกรมท่ีใช้แสดงกราฟฟิกเพ่ือประเมินสมรรถนะของรหัสโพลาร์ ในข้อ 2) มาใช้เพ่ือประเมิน
สมรรถนะของรหัสโพลาร์ที่มีอัตรารหัสค่าต่าง ๆ โดยในการจ าลองก าหนดให้รหัสโพลาร์ที่มีความยาว  
ของค ารหัสเท่ากับ 128 บิต อัตรารหัสค่าต่าง ๆ แตกต่างกัน 3 ค่า ได้แก่ 1/3 1/2 และ 2/3 และท าการจ าลอง
การเข้ารหัสและถอดรหัสบนช่องสัญญาณ AWGN 

 
ภาพที่ 22 กราฟเปรียบเทียบค่าอัตราความผิดพลาดบิตของรหัสโพลาร์ ที่อัตรารหัสค่าต่าง ๆ 

ที่มา : ณัฐ  ตันติบุตร (2562) 
 จากผลการจ าลองในรูป 22 จะเห็นว่าเมื่ออัตรารหัสมีค่าน้อยลง จะท าให้ได้สมรรถนะท่ีดีมากขึ้น  
โดยยกตัวอย่าง ที่ 0/ 4bE N   dB รหัสโพลาร์ที่มีอัตรารหัสเท่ากับ 2/3 1/2 และ 1/3 จะมีค่าอัตรา  
ความผิดพลาดบิตเท่ากับ 32 10 ,  45.5 10  และ 43 10  ตามล าดับ ซึ่งการที่อัตรารหัสมีค่าน้อยลง  
มีความหมายว่าส่งจ านวนของเช็คบิต  (บิตแช่แข็ง ) ต่อหนึ่งเฟรมมากข้ึน เมื่อส่งเช็คบิตมากข้ึนจะส่งผล  
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4. บทสรุป/ข้อเสนอแนะ

บทความนีไ้ด้ศกึษาและพฒันาโปรแกรมจ�ำลองการเข้ารหสัและถอดรหสัของรหัสโพลาร์ โดยใช้โปรแกรม
ภาษาไพทอน เพื่อน�ำมาประเมินสมรรถนะของรหัสโพลาร์ภายใต้ช่องสัญญาณ AWGN โดยในส่วนของ 
การถอดรหัสจะใช้ตัวถอดรหัสหักล้างอย่างต่อเนื่อง (Successive cancellation decoder) ที่เป็นตัวถอดรหัส
ที่มีประสิทธิภาพเพิ่มขึ้น ในบทความได้น�ำเสนอผลการประเมินสมรรถนะจากค่าอัตราความผิดพลาดบิตและ 
ค่าอตัราความผิดพลาดเฟรม โดยผลทีไ่ด้สามารถน�ำไปประเมนิสมรรถนะของรหสัโพลาร์ได้ภายใต้ช่องสญัญาณ
แบบ AWGN รวมทั้งโปรแกรมที่เขียนข้ึนสามารถก�ำหนดพารามิเตอร์ต่าง ๆ  ได้เช่น ความยาวของค�ำรหัส 
ความยาวของบิตข้อมูล ค่า SNR เป็นต้น รวมถึงในอนาคตผู้วิจัยเห็นว่า สามารถน�ำโปรแกรมต้นแบบที่เขียนขึ้น
ไปพัฒนาต่อเพ่ือประเมินสมรรถนะของรหัสโพลาร์ภายใต้เงื่อนไขต่าง ๆ  และปรับปรุงให้มีสมรรถนะที่ดีขึ้น 
ต่อไป
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