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Developing and Effective Automatic
Thai Document Categorization

i

Nivet Chirawichitchai* Parinya Sanguansat™* Phayung Meesad™***

N

Abstract

This research presented thai document categorization framework. The
reduction feature of the document before processing by machine learning.
To reduce the time and resources in the system of processing and increase

efficiency of thai document categorization.

The experimental results showed that reducing the feature by
Information Gain method and process with different learning machines on
thai document categorization framework. When testing the performance of
categorization documents found SVM algorithms is most powerful 94.3%.
Followed by the Naive Baye 86.2%, RBF 86.1%, J48 79.7%, Ripper 78.9%, KNN
69.5% algoritbms respectively. The experimental results reducing the size of
the sample found to decrease by up to 90%. The reduction of the feature does

not affect the performance of document categorization decreased.

Keywords: Text Categorization, Dimension Reduction, Machine Learning
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AUz ANEIAYUD TN

mMIvgefmenslduszuureniumeSuazBumefidn naoatuszezainm
saufetlagiiufivnlinlunisliominsniuegsinga denaliftianisaiouaziiv
doyavarguiinluguuuudidnnseiing Sentlsludeyadifnnsefindvead Ao doyauszinm
ONaNT WY avNneBlEnnIafing (E-mail) Juma (Web page) 10na131917 (News) [Wd
IUBNENTENS o (Document) Fuidudioyafifiusinauaziilowiiinarnvanesiniiu vialienn
sonsELAZaiUBHAENENT Aetiy M3duduiaznsianisenatsazdiouaziuly
ANANEBIN1T Fovadanisdautaenardunguwionnaanydenadouasaseiusil
WelidaiivuaziuAuenaisldodusiaswazfivszandnin Jefiaudndusiovende
fuifervalunsdangudoya aziu Fadiunisenlunisfiazdangumdousnuszinnionans
Savnionansfivinamnniiunn 4 Yu Sedosianminensyanalunsiausanuionans
waninnanludeiuiu vil#finsAaduimninszuiunislunisdavnandeyais
vwamajwailnduluuuudaluid Wefiezawnsaduunngnieyarialduszlovian
foyauaznisdanisfiudeyalifiuszandnm soeunisduduenglfenuenaisagragnso
WAZWNIZAN (Sebastiani, 2002)

Pagiuliifins@nyfeniunisininisdoudiiieneniiames sussgndsani
N3UsZIRANAN NG TININAB [T d AL T asnsaudeld 2 dnwas Fe 3
IngH (Clustering) wazn139uuNUNIAKY (Classification %3 Categorization) n139A
NEANLONGT AD m’mﬂnnq‘umuLﬁammaaLanmimalaiﬁm'iri’mummjw%awmwajﬁuaa
wnasliew deaziduntsutnguaminuasusaena1s Tnoenarsifidnvormiowiues
agieil dIUNTTIUNUNIAKYLONENT A m‘iLLUan@:NmNLﬁammamanmi Tnofifinng
fuangunsenaannyuoianasliien TngeziwFouiiouonarsfuduwuulunsiag
wraantanasazgninaglummamiiisuuuiidnuazadeiuiiduesmniign Tnonadng
fildani3nsFensdroneniiamein ArmgniedlndifdsefiunanissiuunvsIAuyUey
wnasiilasnyed ilivszudaussounyediiusgannnazlifosendogidorsoy
s[um'iﬁi"m,umhzLmnLaﬂm‘sw%aﬂ%’uLﬂﬁaumuamwyjmaaLanaﬂi (Sebastiani, 2002; Marquez,
2000)

Wovanuiunsdansoaagionansdauluallutagiu sjariululunisdavannng
ONEITNIITINGY V1A IUNIIRRUIF N TTANNIANEoNa1 TN ¥ lne 91nAIN

drryvesdyniendnd §Ii3edeiunifnfazimuiuszindninn1sianninnglondls
mwlne lagiausuuudiasin1sdannianguasenaisnislneuuudalud® (dve
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332mde, Sty @9udnd wazwge Hida, 2553) TrenaaauUs=anEn1MuUUsIang
nsdansanenasnlneiu Sanosfinduldsnduls (Decision Tree) dnwwasnian-
WDTUNYAU (Support Vector Machine) wWanWwg (Naive-Bayes) 1a3alngnanduguias
(Radial Basis Function Network) tatHgisaiuiuas (K-Nearest Neighbor) uway
n5uwes (Ripper Rules) Tuumadmil Uszneusiae dasing o fofl dawdi 2 nandangud
Agadion dmfl 3 na1nfivisnisaiineunazuuudianefiunITAuNIANYLONENT

nwlng @il 4 nan1Ieany wasaud 5 ajunauasdolauaune

naeintngdiog
N19AAAT (Word Segmentation)

N13fAA (Word Segmentation) N13UszNIaNasMUNMNIANYNE1ITN B INY
Tsognefivszansnintu Adomndesu fo nisdarluniwilng Fednwaznindou
nmwlngazfinadeuiindemuduaiesnusclng HfiiaToann18153ARDULAAINITULIAN
Faiun1edanguidaldieaing (Space) AUTENINAN sﬁ\‘lLﬂuqﬂﬂ‘i‘iﬂﬁlﬂ’mwﬁ\‘lLﬁﬁ]LLﬂ\‘lﬁ’]ﬂ
dnuszlnesandud q SeldfgAnduimuniSnissaduualdidu ndnnssadlagling
(Rule Base Approach) ndnnsfindlaglddanasfin (Algorithm Approach) wdnn13
far1lagldnaniunan (Dictionary Approach) wazndnnisfindlaeldadedosya
(CorpusBase Approach) waaz38n13s o Aldnalusiwadugnsios Amsinsives
NITYUBATUTHIUNT LM WeINTAN o iuand1eii 9 nn1sAneFosiard sy
n1sdavaanylonainieing nuilywisunisnveuavedn iosenbifinnsden
wianeged A1 vieustlen lfvdninamineslunisldvesineluntun@ion nsaznasi

Hyvuvudutdon HANGN ATUANT ATRWIZIIUIUNIN WAZATHANAININEGD 3INNTTANYN

o o

WiguiiguuseingnmAseaunad wudi ABARATMIMNNZENIUNTIARNIANELONETT Fp 35
m‘iﬁmﬁ’nmumaﬁqm (Longest Matching) $9fi38n13m319d0ua188nU52 (String) Aivdinan
ndgluanifunerediiullunaumnsn TunsdifnTaseuudusngimoneednin
N 1 wewdluwanmnan Aldonuiamevdlagdonneuifienfign uiwivieludes o
wauaednusz widnsdifdonneafiofigauduinliiiamewaibivsngluwannss
Aoanliifinnsdouses (Back Tracking) nduluidanwevAfionisessunitseluides o

MWRUGAF199NYTZ (Charoenpornsawat, 1999)
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N13N1AAAYYA (Stop-Word List Removal)

7= PO - I

dunsiend bsifitledsueanlaedibivinininavisnevesenarswdsunlasii i
Tisiodnsny Tufitwneiedilitulaeilulifiananeddusiowenas Wosnesnan
wnansudaliintitlannveenaswaeuulas fegreuiu Aywondudiliiendmio
nguAidNTuSTY Mdusududfivinutiidendiua Aasswumdudildun
Auniinaafienudaluuzlon Husiu ﬁﬂwqmﬁnLﬂuﬁﬂﬁﬂiﬂngﬁuﬂaﬂﬂ%’ﬂmanmi waz
Usingluenaafiounnativ Sudialdindmgadunninuasilitodiomiobifiuszlomilu
nsAUALEeN TSNy Foti nsidndmgadedunszuiunnsfiadsiiiounnsin
gl Lﬁaﬁﬁﬂ@mé’nwmzﬁlﬁLﬂuﬂiﬂwﬁuazammmmaaﬁﬂjﬁaa FaazreUszudaionu
wazianlun1TUszaiana fodedmga wu 1 Tu 91 waz 9z § 16 voo T (Dusiu
(Jaruskulchai, 1998)

N13WIIINANN (Stemming)

FoilunsmizuiiinueAn wionmdfifiaavnneadieiu WeusuTanlidu
ANAYTN N1ssInFIdunszUIUNsiAITineunTdavinssEl ialiansaanuun
wosiufiasnaziinyszdndnnlunisduiunionisduununiany n1sn1snimivey
A lneiiueslim8n 13T mAdwiiRamineadeie wSeRsndwidieaaiul s
Fren 1A wiedaiviuadern weldluniswSeuidiounandne Se3snsiiiesende
nyudingimunlSioudin Ausazddsndd Judla wu fiu nu Sudssnu e
139 W917 WAl F130d "’J%nﬁﬁf%maﬁﬁi’ﬂ@ﬁﬂamtymammLLazT%meum‘sLﬁU
FAIIMUALIANITI9NITAVANA (Jaruskulchai, 1998; @us‘imoﬂlﬂa%Lﬁnmﬂﬁnﬁuaz
ADNWNIADTUIVE)

msaﬁ’mqmé’nwm: (Feature Extraction)

IngUIzavAvDITURBUNTATRAMANYZIONENT FD NI1TRvAMANYE (Feature)
VOULBNANTOBNNT TUNTARYUIALDNEGNTAY FIN1TAVAMGNEILE BN FovivuAniowd
aldozls L‘fluéhLmuv:gmé’nwmzsuamanmi LLazTSi?ﬂ'ﬁTﬂLmu@mé’nwmmanmiﬁu NN

° o

d1329unAwf uNT luUsEmALazA1sUTEmA wudn daulnnjasldandusunu
AndNuzIDuoNa1s wazldiugiudiaintvesdndudivesandnuar wonannasly

9

o 1 o

ANRgILEn Seansnls a8 WIDNGNUDIAN Uszlon Lmu@mé’nwmzmaaLanmﬂﬁlﬂiuﬁ’u

ﬁhmegmé’nwmmmLanmiﬁﬁﬂuiiﬁumié’wmwﬂLanmimzmwﬁamw ZLENNGY
(Bag of words) ﬂ?ﬂ%ztﬁuagiuguLLUUéuaannma% IngosAUIZNOUVDIINIADFD1AZUNY
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ﬁwqmé’nwmmaammqm%a (Boolean) unufiigA1Awmdueddn (Word Frequency)
WaunuieA i uTinuesAMUUBY o (Taan Bunsan, 2548; Aas, 1999) Fuumadniild
mmﬁan@mé’nwmmmuﬁmﬁm (Single word) s‘ﬁﬂﬁmnmiﬁmﬁi’ﬂmﬂisﬁwamunsuL%ﬂ‘u%faﬂ
w§r wadnsildannissindazlfidudndeorsuaunnn e lddusumuenansiunig
Bouj

n13a3196%H (indexing)

Wavaneenfiameslidnisaduunnnianguasienarsfolunwisssnei
Tnonvald st SefouutaenarsiegluzuuuuiinoniumesasnsalilunisSeusls du

o
[ o p=1

poulun1TuUanenas Sendn nainduil (Indexing) WWoasuiunuileniveaenals

v v

(Document Representation) gmiulflunszuamnisfend Tnguszasiuoonisasosast
Zh) m‘iﬁﬂmmwwhﬁﬁ]zmiéﬁﬁ]whQmé’nummaaLanﬂ%? W300199z15un AN TR
YWt (Term Weighting) nsasesasti Tnevialufifiosddin azdnannisadronnmes
AIRNULBNENT mnﬁu%ﬁ%wmm%nsﬁmaanfjuLanm‘isﬁumnLaana%Lanﬁﬂ‘sﬁv’ﬁwumTunqu
(Taan Bunfan, 2548; Aas, 1999) FuumaArwitliasarutvesiiivangluenarsfiiu
anmsiiafndudiin. Grdlafiiaunisiadfiusinomn fazfidiaadnan Soaz
donalilddnimiinifidgoninaia wefeduneuiizlizuuvuiiidnuvazusenisuany
AMINENTUSTIMI gAY (Words: W) uastenansasnaving (Documents: d) §ginimes
2\ S’ﬁaﬁﬂﬁlﬁﬁuﬁaamuvi’ﬂ@ﬁjﬁuazﬁmﬁmqm (Stop-words) 8onlU wazIONE1TIINNA
JUHUY Vector Space Model M%E)U’W\‘iﬂ%\‘lﬁﬂﬂ’gﬂuvuﬁ’j’l Bag of Words lagam1saueang
AANNN

nsianAMANYA (Feature Selection)

sandind1annaznudnenarsiuiuualinfiesinusumgelugn T ialdienans
Hamwunmuanyuzn Ny s ieedulun1vanuuiaenas As nldin1sdA LS

o o o [

tleddyoaniuntaisindwiudrdaliioe Fedmovandnuaeiinadeuszansnmuey
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n13duunvNIAvglenans avandanesiinfildlunisSoufiieas1eiisuunmaaany
Tnemalubisnasasessumainuivsmauandnuazvsaenarsiigannldd niansuin
wnansdaluiuneuntisiiasdesinien unarwilldrnsfinvestiona (IG: Information
Gain) Wwihasaudnuarasaend1s 4ud1 1G sz ndmaudafildsudmionig
vunengulaoniagainmsfieguieifieguevdnluenans W C, ..., ¢ unuaminduldls
VOUNEH AN IG UDIAT W fiswmlng (Yang, 1997; Jaan Sunsan, 2548)

1G(w)= - éP(cj)log P(cj) + P(w) é P(cjl w) log P(cjl w) + P(w) ,;1 P(cjl w) log P(cjl w)

1 ' 1% o

A1 P(C) Auamlian rvduuesdmIuenasiiegnan C, Aus IwIULENENT

Y o9 J
>
o

MIVINA
A P(w) Aandlfiann wydinueeduenansifiei w AUSIHIueNaITNIan
A P(Clw) A1UlE9NN LAYEIUYBIAIITUIUDNNEN Ciﬁﬂﬁf’] w ULNanT

A P(Clw) Auanleann LAYEIUUDIAIIIUIULDNNEH Cjﬁl&iﬂﬁ’l w NUNEaNs

davinnsAuauan 1G meau&iazqmé’nwmﬂﬁ mnﬁﬁm‘si}’mL’%ﬂaqmé’numxﬁﬁﬁh
IG u’mlﬂmﬁ@&LLaxﬁﬁmié’ﬂqmé’nwmxﬁﬂﬁi’lﬁi"'m'j'lansﬁﬁﬁlﬂ Faunarwniildan
Qmé’nwmzlﬁiuﬁﬂﬁhgﬂqm 3000 A2WIN m&;uaﬁisﬁ’aﬁmuﬁmdﬂLWi'lthJuai']muﬁmmzﬁu
Tiwasananlun1suszanana wazdumsnauiug iunsuenuezienans (e 35:35nde,
US aeudnd wazngs Ja9, 2553)

2and3INHN13IANKIANY (Classifier Algorithm)

danosiinlunisdavaanynisSouiuvuiinamas (Supervised Learning) 81130
LtﬂaﬁumauﬁﬁmﬁwmwgLanmsuﬂ\flﬁl,ﬂu 2 fumeu o nfﬁl,%ﬂuil,ﬁaa%?mna;manaﬁ
ﬁuufuuLLasznwmﬂmyjmaaLanmiﬁm% Tﬂﬂmimwaaumﬂmuﬂﬁmﬁ’unejuLanmi
AULUY

fuliiindula (Decision Tree) (Quinlan, 1993; wWina 53INTIATAY, &AA1 UTUN
Fana uazin1an Lmduszans, 2008) sulifazuszneuiie Tnuaunuamdnuo uazluadi
AUNUNNIANY nﬁfsa%'mﬁaaﬁmwzﬁmimﬂmnﬁhmﬂm%waaqmé’nwmz Tngndildas
H19INNNTAIUIUDINAT Information Gain nsa$esuldsngula c4.5 THawnsgu
dn3damnu (Gain Ratio) erdenamdnuaeiiazldilusinuiolun dliyadoya M
Usznoudie Arfdululd #e (m, m, ... m) uazliarmitenufiaziindl m fein
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Wiy P(m) azlfdAnuasaumea (Information Gain) ¥99 M @guunugig 1[(M)
Al Haannns

n

I(M) =2 — P(m))log,P(m,)
-1
filiidioyadeu fo T uazpudnuaefiulua Ao x uasfid s dulls n

Almunilaginezutesing T sananiodu t,t, ..t} pnAfidululFuee x Fah
FITNITOATUIANNUAVTTUNARINUUIRIHAAN LS X Téiseanns

NOEIIE-S (B

i=1T]
ANIATZINU (GAIN) vavAmdnunE x IFsanns

Gain(x) - I(T) - 1 (T)

ANTUANUIMANT I TEUINAYDINITUUIHEN (Split Information) VDIAMAN UL
wiazsn 6 T Ao YAUDIAIDY 1 Lﬁauﬂaﬁaasi’mﬁmu@mé’nwmz X ﬁ)zlﬁﬂgmaaﬁmsi’m
dosluudaziv Ao (t, t, ..., t} W n g0 pwnfiululsTuaoant® x Wormon
ANENTEUNATEINTUUILEN LFFIaNNTT

Split Information = >'n 1It_i | log, !t/
=17 ITI

AMUIUATNIATIIUIRTIEMNY (Gain ratio) #9IN Gain Ratio = Gain — Split
Information #ogafaidonAn Gain ratio gegmbunminwuwiEniuy wazidonananii
fialunmAn Gain ratio tiosavawaiu Tuumawilisanasinsulisnauls ¢ 45 wuy
NmgulunIEuunenans

FRnwaTnINmaTUNYGU (Support Vector Machine) (Cortes & Vapnik, 1995;
Wina 53INTIATAIL, dann USnFana wazinim 1amduszans, 2008) wwaAawdnuesitnig
e szuunissinaulalunisudedeyasonduaesdu Tasliannsdunsoioutown
doya 2 nguoanainiiu Tneazneremadroduntonseivnateszuitengulifiszezsing
FewInsupuLIAveisassnaNsniign SVM azliiedduuiudwiudedoyaain nput

' e

Space [Uffs Feature Space waza¥uiaifuinnuadieiizeninmesivaieiiu (Kernel

P PPN o

Function) U Feature Space wnzlddmSudoyafifififivovdiogage nvualds
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GGy D, (XY ) \Jusnegefildidv§unisaen n fe Indeyaf0819 m Ao SRR
doyaidn uaz y Ao HadwsHAN +1 %39 -1 AVaNNT

(Xi,yi),...,(xn,yn) e x € R, y€ (+1,-1}
dwsuilymudodn Sadeyavuingeldgnuiadu 2 ndu Taeszuuinduls
Aaouldistaannas

(wW*)+b = 0

o w Ao Andwiin waz b fie A1 bias anns Wdmsuduunuszumussdoya
(W*0+b>0 i1y = +1 uaz (w*x)+b<0 d1y = -1

adglafinnn SVM fimefiuaiteiidi (Kernel Function) fiffasnsauszgndldliunis
widoumlsinate3s dmfvunainil Tden Linear kernel Wudviduiildlunismnasy
TagmaA 3 fmes (Parameter) C = 1

\WBNWUS (Naive-Bayes) (Lewis, 1998) ndnn13uedisn1siildn1ssuimnninaeing
Wudegnlélunisvitunena Wumefialunisuidymifiawisanianisoinadnslduas
awsaadungld fuezinisdniziandninsssnineiudsie llunisasadouls
asnaziudmiuusazamdNTus nsBeududednuite Wwisuunussumdeyaiid
Uszandnwisuils Tnefldlwmdanmnagionas dioaaw (Text Classification) 16

v o 1% a

FanosAnlun13vineuilududon mmzn‘un‘smmaﬁmmﬁ’;mi’mﬁﬁi"]mumnLLazqmaNfJ’ﬁ

1%
P

(Attribute) wpushegslitiudaiu Inofmunliaminezduesdoyafiasiu

P(a,,a,,..a,l vj) =11 P(a,! v/.)
i=1 '

1% 6

ANWOIIN

<

ngu v dwiudiegaiiiguanti n 62 X={ a, a

q

o oA ) wie 4oy

PGa, a, ... alv) Taod I wnnofle nagovoedn PCa lv) flamue i = 1, 2, 3,
LLnuazi=1,2, 3,..., n e mezlidinidnnsduunussinnuuudednedne feannns

i

v,y = argmax P ( vj) X‘H1 P(a, | vj)
veV L=
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dwFuunanil THdenudniug (Normal Naive-Bayes) wuuuni lfn1sUSuwst
Wi susag19ln

AtHeLsanua3 (K-Nearest Neighbor) (Aha, Kibler & Albert, 1991) “dnn13
¥9938n158 s uunuszmdioyalneiuiudioyafifinnantalndidesiign K fandeyauu
yadioyaiiedne arAmnmouwillndfign K 67 ndsantiusezsiusmanidni
TndiAeviign K sudndonaarafiandndminaiiilungs K sonandviinaganiige i
andnlns dogansdwunlaelifoyatdnaies K i Uszneuie uennitwimaneius X
Foaziwliflunmauongs v, Tasszydsaaeduaudnuantiiu K ForntlazBusauen
et (Case) fazosdumilunisvinuensdilng Tasunaradiivun 1-KNN
wnneti Fanesfinthizium 1 nadifigdnuacindidoiunadilus (1 Nearest Cases) 191
szazniimildanannBnludoyasiedivBindu uFevdrdvaintdoslunininudiden
andinfifiszeznne (Distance) Tnﬁ”uﬁmﬁqmaanm K #lagldnisinszosnisuuy
Euclidean distance §%dnn13 Ao n13IaT2een193ewined@aing d1Ingvneiuainuansdn
ﬁfmqﬁuﬁmmﬂﬁwﬁ’uﬁaa dnfidntiasfuanainfianadeadeiunin Taefl pn P unu
AMaNURIINg WiiDYa Q uwnuanan TRy douaneluannis

q

\/(Pl —q1)2+ (P2 = @)2+ -+ (Pn— )2 =

nNUa¥IUWe3 (Cohen, 1995) %#annN1399I8N1T UenNoumIg 2 WWa Ap 1Wawsn
vi’ﬂmﬁ:qngﬁ'uél’u LLazLWﬁﬁﬁaﬂ%’izqﬁ’] post-process rule optimization Iﬂﬂ‘i’l’ﬂ}daﬁgﬂ
n3Feu3 (Training) azgnuvisliu growing set uaz pruning set lnpdanaifintozasia
nNANENIUSTY greedy Tummzﬁa%ﬂang‘%ﬂLUa%ﬁu %m@hﬁﬁﬁqmﬁ"}ﬁu growing set
T rulespace #vazadunglifann BNF wivanli growing set fiazviins pruning daya

oo o

WoaSaazldnguiagrefimfiouiusanuiaseungunguey training set NHURazavig

]
o

9 training data Vlmﬁaa:gml,ﬂﬁmiﬁnﬂ%’a nagNFIUIA NN UE) o guidynifiia
N1 INNTUWUIRENNGNNRANA A Fanszurunstaznzyingnaunsesionaldufiinnela
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3DV UgWTAN (Radial Basis Function Network %38 RBF network)
(@Wind ARWMI, 2552; WIWa 5ITNTIATAYL, dAAn USu1Tna war Inen Lméiuszang,
2008) Wuaderingludnamtiuszimuds Aldsunissensuinfivszansnnganiesenii
wio1ne RBF wansngluannaSatnemesifinasounuunaisdu (Multi-layer perceptron)
AvefilATet1e RBF sufitudowduiosiinien wievedeidugusafi awnsofianson
WuWeidun1ay (Mapping function) mammué’uﬁuﬁ‘izm’m@:‘gﬂLmuﬁmgml,ama’]ﬁvgmlﬁ
TnensBousuesiaiereiiunsusuanimiinuszamiRlsdeidunsdeivnnziign RBF
Neural Network U3znausiig Sf;’wﬁmdavi”n (Input Layer) 4uteu (Hidden Layer) waw
i’?’uﬁagaaan (Output Layer) Fufinfifieunaidu (Gaussian Function) Wurendunsssu

Tudutow seannis
. ]E
Dj(x) = eXp[[ IhciEl

] e | ,n
lagft @ Ao fonasenvoviinzead i Tuiuton x Ae Lnwesianaliin c uay O, 2h)
Y . U i
Audnatsuazgaunivesilseail j Audiy doyasanvoulassine RBF Auiuiaannis

n

y=ilk+1)= X w D (x)

i=1
II?]EJ‘VI n A ﬁ]’]u’Ju‘UEJ\‘]u’J‘iE)ﬂIWUWU@u W 2h) u’l‘lﬁuﬂ‘iu‘lfi’)’]\‘]“liusliﬁ)uLLavﬁlIu‘UﬂNﬁﬂ’e)ﬂ
Wae y AD HAAWS ﬁ’]i’i‘iULﬂ‘iﬂﬂJ’]ﬂﬁ\‘]ﬂ‘Uuﬁ’]H‘iﬁN UNAINT 161Lﬁ’e)ﬂ Normalized Gaussian
Lﬂuﬁﬂﬂﬂiuﬁiﬁuﬂ’]‘iﬂﬂﬂﬂ\‘] Iﬂﬂﬁl\‘lﬂ’]‘lf\l’]‘i’mm@‘i numClusters 2 #az minStdDev 0.1

Asn1sAdiung

unA i aneasensanAminE I iuSanesinn s dansaviona s Tag
Juuiudanaanngianariniwalng lnenadeuiuenaisuszinninibdinnsafingain
wiisdofinnlnesy $mam 10 ngu liud ngun1sfinen ndndiuiie ngudon ngunadion

nq’umeuTaﬁ NENAWY NENIIAUTZINA NENINYAT NENATYFNY NENIMUGTIN Lnol
ﬁi”lmunfjuﬁaasjwﬁv’wum 12000 @N&15 YIMN1INAaaUA935 10-fold cross validation
Tnsuvusiasefivuausluunainil ﬁlzﬁﬂmsﬁﬂﬁﬂmﬁ%m‘iﬁmﬁ’lLmumaﬁqm (Longest
Matching) Tagliwaumnanaiiu Lexitron uazvinisidnAmgauazinsndmiaingu
Foyaiiimuaiiu wisomiinsanunanuanyaeie F3nsuinuesdioya (Information
Gain) s‘ﬁﬁ%m'ﬁammmqmé’nwmz@fﬂndnL‘Tluﬁ%ﬁ\‘i’wLLﬂﬂsi”iL’Jmm'iﬂ‘izmaualﬂmnﬁnLwi
mmiﬂﬁfﬂLﬁanqmé’ﬂwmzﬁﬁﬁﬂﬁﬂﬁ@ﬁﬁ nafilFandunausina1n9siin1sanIuInUe

AMANYZUDIENEITAY wazgndaidimiosdnIniTteuuuuinaRagigoanaIin
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fulsisindula (Decision Tree) dwwasnianmasunudu (Support Vector Machine)
WA (Naive-Bayes) p39119W9idug 1 uyAN (Radial Basis Function Network)
wnigauues (K-Nearest Neighbor) uaz nj3uies (Ripper Rules) Faui vinns
nagouSauisulszandninduaiingndes Amwiugy Lagldi8n13uUszifiunan
AM130909uUVT1a09 TneTafiUsTANEHaUINITIILUNRNIANYANILLIAANI9HIUNNT
AuAuEIEUmMA Teiide N3 TRAIANLNUEN (Precision) wazAANIZAN (Recall) uay
AN F-Measure Tofwinldsoannis @na 35238040, VS aoudng uazweN Hea,
2553)

a
recall =
a+c
. a
recision =
p a+b

2 x (Precision x Recall)

F — measure = —
Precision + Recall

lnglii a = dwnwenansiteglumnnmy C wazihdwuninnedaglumamg C
b = dwmenarsilieglunaiamy C wazsTuunineiegluneiany C
¢ = dwmenasiioglumnanng C wazsTuunmitnegnlieglummnnng C
d = dwenasitbioglunanng C wazsuunmitnegnlieglummnng C
C = nguuszmusaenaliauleinussansnm

o @

Tralning data

Feature Extraction
Stopword & Stemming
Indexing

Feature Selection

Text Preprocessing

¥

Classification Algorithm

P ‘ * Predicted
W s Classification Model Category

il 1: wousasensavnugengsneilng

MSASWUUSMSANENS UR 51 auun 3/2554



HaN1INnNady

nsnaanINIsanRMEnEzIaniuanasinnsdamaamiiana st sznousiig
gana3findulidndula (Decision Tree) dunasniinmasunvdu (Support Vector
Machine) wdWU§ (Naive-Bayes) tA391ngWanfug uiAf (Radial Basis Function
Network) taflgisauuns (K-Nearest Neighbor) waznn3uwes (Ripper Rules) lag

UioA DSIBAY  USrJny avouane wed Uao

wmaaaﬁ’unzjﬂﬁfméwLaﬂm‘iﬂhfsmwﬂmaﬁhmu 10 U5z Faldnan1snaana fail

A3 97 1: uJ%fsmLﬁﬂuﬂszﬁm%mwmﬁmmmwgLana'ﬁn'\m'lvmﬁﬂu F-Measure

Feature |Naive Baye| 148 SVM KNN RBFE Ripper
30000 0.861 0.771 0.933 0.395 0.854 0.785
3000 0.862 0.776 0.943 0.438 0.858 0.789
2500 0.859 0.772 0.942 0.478 0.861 0.787
2000 0.855 0.771 0.940 0.526 0.860 0.765
1500 0.847 0.797 0.936 0.579 0.860 0.787
1000 0.833 0.785 0.929 0.639 0.852 0.787
500 0.814 0.787 0.903 0.695 0.835 0.769
100 0.729 0.761 0.777 0.677 0.755 0.713

Average | 0.833 0.778 0.913 0.553 0.842 0.773

Comparison Algorithm
1.05
0.95 —==tr e

o 08 A B )

‘5 0.75 - —§—Naive Baye
B 065 ) - 48
g 0.55 / == SVM
i oas e s KNN

0.35 " RBF
0.25 —@—Ripper
30000 3000 2500 2000 1500 1000 500 100
Number of feature

NNA 2: ul‘%fmLﬁﬂuﬂszﬁw%mwmﬁwmwajmnmammlm@iw F-Measure
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nanaaovlagld Information Gain Tun1sanpmdnyuzuazyiinITsouise
Fanosfinuuusing o laginainAnds F-Measure mm‘ma‘gﬂlﬁdﬂ Fana3fin svM %
Uszandnmnisdansanlagmdoeansiiign fe 91.3% sevavndufanaiiin RBEF T
UszAnBnmnsdavaang 84.2% danesfin Naive Baye [HuUsz@nSninnisdavaanmy
83.3% dane3fin J48 WuszanSnmnisdanaaany 77.8% dana5fin Ripper I
Uszandnmn1sdavaanny 77.3% uazigatine Ao Sanesiin KNN Wiszansnmnsdn
Wy 55.3% Awaiy Wensiedaunisannndnuaiinlie F-Measure gugauy
wiazdana3iin wudn Sanedfin SVM fiduau 3000 audnuwor Wussannmgegn Ao
94.3% Sane3fin Naive Baye fismmau 3000 Aouinwoss Wiuszandnngean Ao 86.2%
dano3fin RBF fisauau 2500 Aadinwor TiussBnBnmgegade 86.1% danoifin J48 1
U 1500 AN Tﬁﬂizﬁm%mwgaqﬂ Ao 79.7% Sano3fin Ripper fis1uu 3000
aosdinwasr Bivsz@nBnmgedn Ao 78.9% dane3fin KNN fisiman 500 aosdinwoss T
U3z ANBNMgugn Ao 69.50% awasU fanndi 2

A3 97 2: L‘IJ%SJ‘ULﬁﬂUU‘S%ﬁﬂ%ﬂ’lWﬂ’]iﬁﬂﬁN’)ﬂﬁﬁjLﬁ]ﬂﬁ']‘iﬂ’]‘iat’ﬂ‘illﬂﬁ’]u Precision

Feature | Naive Baye J48 SVM KNN RBF Ripper
30000 0.868 0.770 0.934 0.660 0.862 0.795
3000 0.869 0.774 0.943 0.668 0.864 0.798
2500 0.866 0.771 0.942 0.671 0.866 0.798
2000 0.861 0.770 0.940 0.667 0.862 0.775
1500 0.854 0.796 0.936 0.675 0.863 0.798
1000 0.840 0.784 0.929 0.699 0.856 0.801
500 0.825 0.786 0.904 0.728 0.840 0.795
100 0.771 0.757 0.804 0.688 0.773 0.757
Average 0.844 0.776 0.917 0.682 0.848 0.790
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Comparison Algorithm

0.95 A—F

0.9
c 9t5 7 g Naive Baye
S os
.E 0.75 - A il |48
E 0.7 — = T == SVM
Q- 065 | = =

' e KN N

0.6

=i RBF
0.55
0.5 =@ Ripper

30000 3000 2500 2000 1500 1000 500 100

Number of feature

NN 3: Lﬂ%ﬂuLﬁﬂuﬂizﬁm’ﬁmwn'\ﬁﬂmm&mgLanm‘smm'lmlﬁ'\u Precision

nanaaulagld Information Gain Tun1sanpuidnwarLaziinIBeuifedane-
3finuuusing o TneTnanuasanupedeie Precision awnsaaguliidn sanesiin svm T
Uizﬁm%mwmﬁﬂwmﬂmﬂmLaﬁﬂaanmﬁﬁqﬂ A9 91.7% vovasnwudanasfin RBF
Uszindnmnsdavanng 84.8% dane5iin Naive Baye [Husz@nSnimnisdannanmy
84.4% Fano37in Ripper WilssnSnmnisdavisnamy 79.0% Sana5iin 48 Wiszansnm
NTIAUNIANY 77.6% WazIgaing Ae danoifin KNN TﬁUszﬁm%mwmﬁwmwyj
68.2% AINANAU Lﬁammaaumiaﬂ@mé’nwmzﬁﬁﬂﬁmmwLmusfﬁgaqmamwiax
Fanosfin wudn danadfin SVM fisauan 3000 AUANYOLL Tﬁﬂizﬁm%mwgaqmﬁa 94.3%
Sana3fin Naive Baye fis1uau 3000 Aol THuszansnmgean fe 86.9% Sana5iin
RBF fid1uau 2500 Aol szinsningegn Ao 86.6% danefiln Ripper fisu
1000 AMENWUL Tﬁmzﬁm%mwgaqﬂ Ao 80.1% dane3fin J48 s 1500 AUANYOLL
Tuszandnngegn Ao 79.6% Sane3fin KNN fisiuon 500 aadnuas Bivszansnm
gUdn Ao 72.8% ANAAU fannii 3
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A1319i 3: WisuWisuuszansnmn1sInvnaangona1sn 1w lnediu Recall

Naive Baye| 748 SVM KNN RBF Ripper
30000 0.862 0.773 0.933 0.402 0.855 0.785
3000 0.865 0.778 0.943 0.412 0.857 0.788
2500 0.857 0.775 0.942 0.454 0.861 0.787
2000 0.852 0.774 0.940 0.506 0.859 0.766
1500 0.844 0.798 0.936 0.566 0.860 0.786
1000 0.829 0.786 0.929 0.632 0.851 0.786

500 0.809 0.789 0.904 0.686 0.833 0.768
100 0.715 0.767 0.785 0.675 0.755 0.720
Average | 0.829 0.780 0.914 0.542 0.841 0.773

Comparison Algorithm

1.05
0.95 T r—tir——p—
- 2?2 | —4=—Naive Baye
§ 0.65 ﬂ w=ill=—]43
&£ 55 s SVM
0.45 _.e/ —>é=KNN
0.35 ~ie=RBF
925 —&—Ripper

300003000 2500 2000 1500 1000 500 100

Number of feature

il 4: WlsuisulszanBnmnsdauannmitena1sniuinefiu Recall

nanaaovlagld Information Gain Tun1vanpudnvuzuazinITsouife
Fanasfinuuusg o lagdnanuaTinueeAnds Recall mmsnm;‘lﬂﬁdﬂ dandIin SVM
Tuszansnmnisdamnamglowiosoniifige fe 91.4% sovaunndudanaifin RBF T
UszAnBnmn3davanng 84.1% danesiin Naive Baye THusz@nSnimnisdannanamy
82.9% Fano37in J48 Wusz@ndnmn1sdannanny 78.0% Fana3fin Ripper Wiszansnm
mMIdaneaany 77.3% wasfagariie Ao Sanesfin KNN TuszinSnmnisdanmnmy 54.2%
AU WoasiedaunTanamanya i liiAasBngednuevusiazdanesiin wuin
Fana3fin SVM fidauau 3000 amdnuwae THusz@ndangean Ao 94.3% Sane3fin
Naive Baye #id1uan 3000 aoudinwos TuszBnsnwgegn Ao 86.5% danasfin RBF 4
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Fuau 2500 Amdnwor BidssAnBnngegn Ao 86.1% daneiiin J48 fisauau 1500
AUANYOLE Tﬁﬂizﬁm%quaqrﬂ Ao 79.8% dana3fin Ripper g1 3000 AN 4%
UszAnBnmgegn Ao 78.8% Saneiiin KNN fisuau 500 ansdnwow Tiuszandnwgeen
Ao 68.6% N Flan il 4

a'gimal,l,azsiimaua U

unAwildiae TN TR UTEANEN M iausavgenasniine Tneii
LuouUUT 809N I TARRIAMIBIENa1 TN InguuuSaluiR nagouUszAnEnmuuY
Frapun13dannaanyanansniwalneiu Sanesfinduliiindula (Decision Tree)
FWWDSNINMDTUNUTY (Support Vector Machine) wWdWwg (Naive-Bayes) 1A391¢
Woridug WA (Radial Basis Function Network) adlgisaiuiuns (K-Nearest Neighbor)
waz n)3Uwas (Ripper Rules) TmﬂTéiﬁ%n'l'iamqmé’nwmz‘iauﬁué’ana%ﬁuLﬂ%'a\‘lé’n‘im'i
Bouj ednuiBnisanamdnuasimuisanuasiuszindnmlunisdangona34in7
nMwilng M ImAany Wud1 n1saRRnENYEFIeas Information Gain WWoanfiivey
doya wirdudraiosdnaniseuiuaz Tauszannimainnisannmdnuosiivinlidn
F-Measure gugn awsnaguliddn danosiin svM WiuszanSnmgegn fo 94.3% sovasmn
\Dudanefiin Naive Baye WiszanSnwgedn Ao 86.2% dano3fin RBF Wiuszansnm
gogn Ao 86.1% dana3fin J48 TiuszanSnngegn Ao 79.7% SaneSitn Ripper W
UszAnSnwgegn Ao 78.9% dano5iin KNN WiuszanSnwgegn Ao 69.5% mma s

Ummmﬁaﬁm@mé’nwmﬂmﬂ%ﬁﬂLﬁ'm (Single word) Waganiduisnssmriili
maé’wé‘iumiﬁfmﬁﬂaanmgnﬁaamnﬁqwiumuﬁmﬁfmnquLanm‘maz dana3fin Support
Vector Machine Wszansnmiifign fisilitlosnnann svM finganssnitazuenuesdioya
Tngliannsszuunansfia Tngazneremmigadogaiinlildannisssuiumatefinilduu
Ltﬂnﬁﬁqm (Optimal Hyperplane) mmgnﬁaoﬁqm TagfRa1TauNTezving (Margin)
FTUINAAE ﬂ‘?aLﬁu‘izmuﬁﬁﬁqmﬁ%mm‘mﬁhLLunnq'uLanm'iaanmlr?iashﬂﬂﬂ‘izﬁm%mw
NAINNITNAGDIARYUIARMANY U LALNATOUAI89aND TN SVM 91NNgnsag1g wudin
mmmamamé’nwmzaﬂﬁmnﬁa 90% Tm@mé’nwmm%aﬁaﬁmmmnLanmiﬁv’\muﬂﬁﬁ
Fruam 30000 Aosdnwosz THlunaasuiies 3000 Ay Wosaniduduuamdnuosd
dunaftunsuunenasgegalasnisanavuaennidnuaziing 1 lidawalivszansnmlu
n13dRnIAnglona1TanasuAng1la WATINITOAANTNEINTVDITZUULAZANTZOZLIAN
Tunsuszananaldibusdgrennn mnuam‘mmaaaﬁmmmﬁﬂLLUUf\i’ﬂaaaﬁlﬂﬂ‘izqnﬁﬂ%
Uszloanilunisafreszuudavnamgionarsdnluifuasasnsadiwivszendldiveusiu
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AU 9 Wu n1FAAnTaenans (Document Filtering) n13dminduidnlui@ineldlunng
AUAWLANANS (Automatic Indexing for IR System) NITIANNIAVHVDIIUIND (Web
Page Classification) \Jugiu

AneNIIHUIZN A

PWUOUNIZAM A3 wglvezAnd audmalula@didnnseiinduazhoniomes
wivini feyaszinguiageililunimaaasluunaaail
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