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บทคัดย่อ
	 การศึกษาคร้ังนี้มีวัตถุประสงค์เพื่อหาตัวแบบโครงข่ายประสาทเทียมของดัชนีราคาหลักทรัพย์ของ  
9 ประเทศหลัก ได้แก่ ไทย สิงคโปร์ มาเลเซีย อินโดนีเซีย ฟิลิปปินส์ สหรัฐอเมริกา อังกฤษ ญี่ปุ่น และฮ่องกง
โดยใช้ข้อมูลราคาปิดรายวันของดัชนีราคาหลักทรัพย์ ระหว่างวันที่ 1 มกราคม พ.ศ. 2550 ถึงวันที่ 29 มิถุนายน 
พ.ศ. 2555 รวมจ�ำนวนข้อมูลทั้งสิ้น 1,435 วันเป็นข้อมูลชุดแรกส�ำหรับสร้างแบบจ�ำลองโครงข่ายประสาทเทียม
และข้อมูลชุดที่สองคือ วันที่ 2 กรกฎาคม พ.ศ. 2555 ถึงวันที่ 30 พฤศจิกายน พ.ศ. 2555 รวมประมาณ 100 วัน 
เพื่อทดสอบประสิทธิภาพการพยากรณ์ แล้วน�ำข้อมูลน้ีมาสร้างรูปแบบการพยากรณ์ด้วยโครงข่ายประสาทเทียม
แบบหลายชั้น ได้แก่ 1 ชั้นอินพุต (input layer) 1 ชั้นซ่อนเร้น (hidden layer) และ 1 ชั้นเอาท์พุต (output 
layer) และให้การเรียนรู้ของโครงข่ายประสาทเทียมเป็นแบบแพร่ย้อนกลับ
	 ผลการศึกษาพบว่าโครงข่ายประสาทเทียมแบบแพร่ย้อนกลับให้ผลการพยากรณ์ที่แม่นย�ำโดย 
มีค่า MAPE ของข้อมูลชุดทดสอบ (test) ของประเทศต่างๆ ได้แก่ ไทย สิงคโปร์ มาเลเซีย อินโดนีเซีย  
ฟิลิปปินส์ สหรัฐอเมริกา อังกฤษ ญี่ปุ่น และฮ่องกง มีค่า MAPE 0.198, 0.2367, 0.1983, 0.4191, 0.9812, 
0.7045×10-4, 0.5206, 0.5157×10-3 และ 0.6634×10-5 ตามล�ำดับ

ABSTRACT
	 The objective of this study is to find the Artificial Neural Network model of 9  
countries such as Thailand, Singapore, Malaysia, Indonesia, Philippine, United states 
of America, England, Japan and Hong Kong  by use closing price data since January 1st 
2007 to June 29th 2012 total amount 1,435 days are the first section data for create the  
Artificial Neural Network model and the closing price data since July 2nd to November 30th, 2012  
total amount 100 days are the second section data for test the forecasting efficiency. Then 
use this data to create multi-layer Neural Network such as Input layer, Hidden layer and  
Output layer, and trained with back propagation. As a result of this study, the Neural Networks 
with the back propagation gives forecasting accuracy with the MAPE tests of each country  
respectively include Thailand is 0.198; Singapore is 0.2367; Malaysia is 0.1983; Indonesia is 
0.4191; Philippines is 0.9812; United States of America is 0.7045×10-4; England is 0.5206; 
Japan is 0.5157×10-3 and Hong Kong is 0.6634×10-5, respectively.
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บทน�ำ
	 ปัจจุบันตลาดเงินและตลาดทุนถือได้ว ่า 

มีการเปลี่ยนแปลงจากอดีตที่ผ่านมาเป็นอย่างมาก 

เนื่องจากเศรษฐกิจโลกและความผันผวนของตลาด

เงนิและตลาดทนุท�ำให้ไทยจ�ำเป็นต้องปรบักฎระเบยีบ 

ให้สอดคล้องกับการเปล่ียนแปลงที่รวดเร็วของโลก 

[1] ปัญหาที่ผู้ลงทุนจะต้องเผชิญหน้ามีความสลับซับ

ซ้อนมากขึ้น ส่วนหนึ่งเป็นผลมาจากการที่มีนักลงทุน

รายย่อยเพิ่มขึ้นเป็นจ�ำนวนมากและการที่ตลาดทุน

ขยายตัวออกไปในยุคไร้พรมแดนปัญหาที่เกิดขึ้นแม้

จะมคีวามซบัซ้อนและส่งผลกระทบมากเพยีงไรแต่หลกั

การที่ส�ำคัญอย่างยิ่งที่ต้องพิจารณาก็คือผลประโยชน์

ของผู ้ลงทุน เมื่อผู ้ลงทุนตัดสินใจน�ำเงินที่มีอยู ่มา

ลงทุนสิ่งส�ำคัญประการหนึ่งที่ผู้ลงทุนควรพิจารณาคือ  

ผลตอบแทนที่ผู้ลงทุนจะได้รับซึ่ง ผลตอบแทนจาก

การลงทุนจึงมีความเกี่ยวข้องกับการเปล่ียนแปลง 

ของราคาหลักทรัพย์

	 การเปลี่ยนแปลงของราคาหลักทรัพย ์

เป็นดัชนีตัวหนึ่งที่จะชี้ให้เห็นว่าตลาดหลักทรัพย์มี

เสถียรภาพหรือไม่ โดยถ้าตลาดหลักทรัพย์มีการ

พัฒนาและเติบโตอย่างมีเสถียรภาพ ก็จะสร้างความ

มั่นใจให้กับนักลงทุนในการที่จะลงทุนในตลาดและผู้

ระดมเงนิทนุกว็างใจทีจ่ะเข้ามาระดมทนุในตลาดสงูขึน้ 

แต่ถ้าตลาดมีความผันผวนสูงและราคาหลักทรัพย ์

มิได้สะท้อนให้เห็นถึงมูลค่าที่แท้จริงรวมทั้งมีการ

ใช้ข้อมูลภายในเพื่อก่อให้เกิดประโยชน์แก่บุคคล 

บางกลุ ่มย่อมจะเป็นผลเกี่ยวกับความผันผวนของ 

หลกัทรพัย์ ความผนัผวนของราคาหลกัทรพัย์เป็นดชันี

ที่ชี้ให้เห็นถึงความเสี่ยงในการลงทุนถ้าระดับความ

ผันผวนสูงแสดงว่าความเส่ียงในการลงทุนสูงและ 

อัตราผลตอบแทนที่คาดหวัง (expected return) 

ของนักลงทุนจะเพ่ิมข้ึนด้วยดังนั้นการตัดสินใจลงทุน

ในหลักทรัพย์ย่อมใช้ความระมัดระวังมากขึ้นโดย

เฉพาะถ้าระดับความผันผวนดังกล่าวเพิ่มขึ้นสูงโดย

ไม่สามารถอธิบายได้ด้วยการเปล่ียนแปลงในปัจจัย 

พื้นฐานหมายความว่าการเคลื่อนไหวของราคาหลัก

ทรัพย์ไม่สมเหตุผลและท�ำให้ตลาดทุนไม่สามารถ

เป็นแหล่งจัดสรรเงินทุนได้อย่างมีประสิทธิภาพ 

ตามวัตถุประสงค์ที่ตั้งไว้ [2]

	 การที่ ดัชนีราคาหลักทรัพย ์มีลักษณะที่ 

ขึ้นลงอยู ่ตลอดเวลาจึงเป็นข้อมูลที่ไม่เป็นเชิงเส้น  

ผู้วิจัยจึงเลือกใช้โครงข่ายประสาทเทียม (Artificial 

Neural Network - ANNs) ในการพยากรณ์ข้อมูล 

เนื่องจากโครงข่ายประสาทเทียมเหมาะกับอนุกรม

เวลาที่ไม่เป็นเชิงเส้น [3] เน่ืองจากไม่สนใจเง่ือนไข 

ความสัมพันธ์ของตัวแปร การท�ำงานของโครงข่าย

ประสาทเทียม คือเมื่อมีข้อมูลน�ำเข้า (input) เข้าไป

โครงข่ายประสาทเทียมจะให้ค่าน�้ำหนักในแต่ละ  

input จากน้ันโครงข่ายประสาทเทียมจะท�ำการรวม

แล้วส่งผลออกมาในรปูผลลพัธ์ (output) ทีจ่ะท�ำงาน

ได้เอง โดยผ่านกระบวนการเรียนรู้ของระบบ ผู้ที่น�ำ

ไปใช้เพียงแค่หารูปแบบโครงข่ายที่เหมาะสมที่สุด

ผ่านการทดลองกับชุดฝึกสอน (training data set) 

ที่ท�ำให้ได้ประสิทธิภาพในการพยากรณ์ที่พึงพอใจ  

มีการศึกษาถึงประสิทธิภาพของแบบจ�ำลองโครงข่าย

ประสาทเทียมได้แก่งานวิจัยของ [4, 5] งานวิจัยเหล่า

นีต่้างให้ข้อสรปุทีเ่หมอืนกนั คอืโครงข่ายประสาทเทยีม 

มีประสิทธิภาพในการพยากรณ์ที่แม่นย�ำกว่าแบบ

จ�ำลองทางสถิติ ARIMA และ GARCH

	 ความสามารถของแบบจ�ำลองที่ใช้ในการ

พยากรณ์ ถือว่าเป็นส่วนส�ำคัญที่มีผลต่อการสร้าง 

ค่าพยากรณ์ที่แม่นย�ำ  มีงานวิจัยหลายเล่มที่น�ำแบบ

จ�ำลองเชิงเส้น มาใช้ในการพยากรณ์ข้อมูลอนุกรม

เวลาให้เห็นกันอย่างกว้างขวาง เนื่องจากแบบจ�ำลอง 

เชิงเส้นมีความง่ายในการตีความและน�ำไปใช้แต่จะม ี

ข้อจ�ำกัดในประสิทธิภาพการพยากรณ์ข้อมูลในโลก

แห่งความเป็นจริง [6] เช่นแบบจ�ำลองที่เป็นเชิงเส้น 

ที่นิยมใช้คือ ARIMA ดังน้ัน เพื่อที่จะพยากรณ ์

ข้อมูลอนุกรมเวลาที่ไม่เป็นเชิงเส้น จึงมีการพัฒนา

แบบจ�ำลองที่นิยมใช้กันคือ GARCH จัดได้ว่าเป็น 

ยุคที่สองของแบบจ�ำลองอนุกรมเวลา แต่ปัญหาที่

เกิดขึ้นกับแบบจ�ำลองใหม่นี้ก็คือ แบบจ�ำลองจะ

ถูกออกแบบให้เหมาะสมกับปัญหาที่ต้องการแก้ไข  
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ในการเปลี่ยนกลุ่มตัวอย่างที่ศึกษาบ่อยคร้ังจึงต้อง

สร้างแบบจ�ำลองข้ึนมาใหม่ และต้องหลีกเล่ียงปัญหา

ในการออกแบบที่ผิดพลาด ตัวแบบจะประกอบไป

ด้วยเงื่อนไขความสัมพันธ์กันของตัวแปรและค่า

พารามิเตอร์หลายแบบซึ่งยิ่งมีมากก็จะยิ่งผิดพลาด 

ได้ง่ายขึ้น [6] และมีการพัฒนามาใช้แบบจ�ำลองโครง

ข่ายประสาทเทียมในการพยากรณ์ข้อมูลอนุกรมเวลา 

ที่ไม่เป็นเชิงเส้น เนื่องจากแบบจ�ำลองนี้จะไม่สนใจ

ความสัมพันธ์ของตัวแปรจึงเป็นแบบจ�ำลองที่แก้ไข

ปัญหาที่เกิดขึ้นในการใช้แบบจ�ำลองแบบ GARCH 

ด้วยเหตุนี้การศึกษาหาตัวแบบดัชนีตลาดหลักทรัพย์

ของประเทศต่างๆ 9 แห่ง จงึใช้โครงข่ายประสาทเทยีม

เป็นเครื่องมือในการวิเคราะห์ข้อมูล

	 ในการศึกษาครั้งนี้ผู้วิจัยมีวัตถุประสงค์เพื่อ

สร้างตัวแบบโครงข่ายประสาทเทียมในการพยากรณ์

ข้อมูลดัชนีราคาหลักทรัพย์ของประเทศต่างๆ 9 แห่ง 

ได้แก่ไทย (SET Thailand) สิงคโปร์ (Straits 

Times) มาเลเซีย (KLSE Composite) อินโดนีเซีย 

(JSX Composite) ฟิลิปปินส์ (PSE Composite), 

สหรัฐอเมริกา (Dow Jones) อังกฤษ (Financial) 

ญี่ปุ ่น (Nikkei) และฮ่องกง (Hang Seng)  

การพยากรณ์ราคาหลักทรัพย์โดยปกติแล้วเป็นข้อมูล 

ที่มีการเปลี่ยนแปลงอยู่เสมอ และถูกกระทบได้ง่าย 

จากหลายปัจจัย หากสามารถพยากรณ์ดัชนีราคา

หลักทรัพย์ในอนาคตได้แม่นย�ำจะเป็นประโยชน์ต่อ 

นั ก ล ง ทุ นแล ะยั ง มี ป ร ะ โ ย ชน ์ ต ่ อ ก า ร พัฒน า

ตลาดหลักทรัพย์ในด้านการสร้างความเชื่อมั่นให ้

กับนักลงทุนอีกด้วย

วิธีการวิจัย
	 ข้อมูลในการวิจัย

	 ข้อมูลดัชนีราคาหลักทรัพย์รายวันตั้งแต่ 

วนัที ่1 มกราคม พ.ศ. 2550 ถงึวนัที ่29 มถินุายน พ.ศ. 

2555 รวมทั้งสิ้น 1,435 ข้อมูล เป็นข้อมูลส่วนแรก 

เพื่อสร้างแบบจ�ำลองโครงข่ายประสาทเทียม และ 

ข้อมูลส่วนที่ 2 คือข้อมูลตั้งแต่วันที่ 2 กรกฎาคม  

พ.ศ. 2555 ถึงวันที่ 30 พฤศจิกายน พ.ศ. 2555 รวม

ประมาณ 100 วัน เป็นข้อมูลที่ใช้ในการพยากรณ์

เพื่อทดสอบความแม่นย�ำของแบบจ�ำลองโครงข่าย

ประสาทเทียม โดยใช้ข้อมูลดัชนีราคาหลักทรัพย์ 

ของประเทศต่างๆ 9 แห่ง ได้แก่ ดัชนีราคาหลักทรัพย์

แห่งประเทศไทย สิงคโปร์ มาเลเซีย อินโดนีเซีย 

ฟิลิปปินส์ สหรัฐอเมริกา อังกฤษ ญ่ีปุ่น และฮ่องกง 

ซึ่งข้อมูลเหล่านี้ได้จากฐานระบบอินเทอร์เน็ตของ

ธนาคารแห่งประเทศไทย (www.bot.or.th) โดยใช้

โปรแกรม Matlab 2007b ของคณะวิศวกรรมศาสตร์ 

มหาวิทยาลัยขอนแก่น ในการสร้างแบบจ�ำลอง 

โครงข่ายประสาทเทียม 

	 โครงข่ายประสาทเทียม

	 โครงข่ายประสาทเทียม เป็นการจ�ำลอง 

การท�ำงานโครงข่ายประสาทของมนุษย์ โครงสร้าง 

ของโครงข ่ายประสาทเทียมแบบแพร่ย ้อนกลับ  

(Back Propagation Neural Network)  

จะประกอบด ้วย ช้ันของข ้อมูลเบื้องต ้น 3 ช้ัน  

เรียงกันเป็นชั้นๆ ได้แก่ ชั้นอินพุต (input layer)  

ช้ันซ่อนเร้น (hidden layer) และช้ันเอาท์พุต  

(output layer)   โดยสามารถเข้าใจง่ายและมีการ

ประยุกต์ใช้งานโดยทั่วไป การปรับสอนโครงข่าย

ประสาทเทียมแบบแพร่ย้อนกลับประกอบไปด้วย  

3 ขั้นตอนคือ 

	 1) ขั้นตอนการค�ำนวณไปข้างหน้า (feed 

forward) จากชั้นอินพุตไปยังชั้นซ่อนเร้น และไปสู่ 

ชั้นเอาท์พุต 2) ขั้นตอนการค�ำนวณและการแทน

ค่ากลับของผลรวมของความผิดพลาดของสัญญาณ

ออกกับค่าเป้าหมาย 3) ขั้นตอนการปรับค่าน�้ำหนัก 

(weight) หลังจากที่โครงข่ายได้ผ่านการเรียนรู ้

แล้ว จะเป็นการน�ำตัวโครงข่ายไปประยุกต์ใช้งาน  

ขั้นตอนนี้จะขึ้นอยู่กับขั้นตอนการค�ำนวณไปข้างหน้า

เพียงขั้นตอนเดียว โดยจะน�ำค่าน�้ำหนักที่ได้จาก 

การเรียนรู้ไปใช้ในการพยากรณ์ต่อไป

	 การออกแบบโครงข่ายประสาทเทียม

	 โครงข่ายประสาทเทียมเป็นเคร่ืองมือที่ได้

ผลลัพธ์มาจากการทดลอง และการฝึกระบบ โดย
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การสร้างค่าพยากรณ์ใช้โครงข่ายประสาทเทียมแบบ 

หลายชัน้ (Multi-Layer Perceptrons, MLP) แบบ 

feed forward 3 ช้ัน ประกอบไปด้วยช้ันน�ำข้อมูล 

เข้า ชั้นซ่อนเร้น และช้ันผลลัพธ์ ซึ่งรูปแบบนี้เพียง

พอต่อการฝึกให้แก้ปัญหาต่างๆ ได้ [7] และใช้การ

เรียนรู้แบบแพร่กลับ ซึ่งผู้วิจัยได้แบ่งข้อมูลออกเป็น  

3 กลุ่มดังตารางที่ 1 จากสัดส่วนข้อมูลในตารางที ่

1 ผู้วิจัยได้ท�ำการฝึกระบบโครงข่ายประสาทเทียม 

โดยก�ำหนดพารามิเตอร์ของโครงข่ายดังตารางที่ 2 

	 การพิจารณาตัวแปรเข้า (input node)

	 เนื่องจากข้อมูลดัชนีราคาหลักทรัพย์ของ

แต่ละประเทศเป็นข้อมูลที่มีฤดูกาลและแนวโน้ม 

จึงท�ำให้ผู ้วิจัยได้ออกแบบตัวแปรน�ำเข้าที่ค�ำนึงผล 

ของฤดูกาลเป็นหลัก และผู้วิจัยได้ออกแบบจ�ำนวน 

นิวรอลในชั้น input [8] ดังนี้

	 1. ดชันรีาคาหลกัทรพัย์ในวนัถดัไปตามล�ำดบั

ดังนี้ t-1, t-2, t-3, t-4 และ t-5 โดยแต่ละล�ำดับ

คือตัวแปรน�ำเข้าที่ 1-5 ตามล�ำดับ

	 2. ดัชนีราคาหลักทรัพย์เฉลี่ยเคลื่อนที่ 3 วัน 

และ 5 วัน (Moving Average) เป็นตัวแปรน�ำเข้าที่ 

6 และ 7 ตามล�ำดับ

	 3. ผลต่างของดัชนีราคาหลักทรัพย์ ณ วันนี้

กับวันก่อนหน้านี้ (t – t
t-1
) เป็นตัวแปรน�ำเข้าที่ 8

	 4. จากค่าผลต่างในข้อ 3 ใส่รหัส 0.8 คือ 

ผลต่างที่เป็นบวก และ 0.2 คือผลต่างที่เป็นลบและ 

0 ส�ำหรับผลต่างที่ไม่มีการเปลี่ยนแปลงเป็นตัวแปร 

น�ำเข้าที่ 9

	 5. ค่าสมบูรณ์ของผลต่างดัชนีราคาหลัก

ทรัพย์ในข้อ 3 เป็นตัวแปรน�ำเข้าที่ 10

	 การที่ออกแบบตัวแปรน�ำเข้าตามข้อ 1- 5 

เนื่องจากข้อมูลดัชนีราคาหลักทรัพย์เป็นข้อมูลที่มี

ฤดูกาลและแนวโน้ม ตัวแปรข�ำเข้าตามข้อ 1 สาเหตุที่

เป็น t-1 – t-5 เนื่องจากตลาดหุ้นเปิดท�ำการ 5 วัน

ท�ำการหยุดวันเสาร์อาทิตย์ จึงส่งผลให้ผู้วิจัยใช้ t-1 

ถึง t-5 ส่วนตัวแปรน�ำเข้าตามข้อ 2 ผู้วิจัยออกแบบ

ตาม Moving Average จากข้อมูล 5 วันท�ำการผู้

วิจัยได้น�ำมาเฉลี่ยเคลื่อนที่ 3 และ 5 วัน ตามล�ำดับ  

ส่วนตัวแปรน�ำเข้าข้อ 3 เพื่อพิจารณาที่ค่าผลต่าง

ระหว่างวนันีก้บัวนัก่อนหน้านี ้ว่ามผีลกบัการพยากรณ์

ในวันถัดไปหรือไม่ ส่วนตัวแปรน�ำเข้าตามข้อ 4 ผู้วิจัย

ได้ออกแบบตัวแปรน�ำเข้าให้เหมือนกับแบบจ�ำลอง 

Exponential Smoothing และตัวแปรน�ำเข้าข้อที่ 

5 ผู้วิจัยออกแบบให้โครงข่ายเรียนรู้ถึงค่าดัชนีราคา 

หลักทรัพย์ที่มีค่ามากกว่า 0 จึงได้ใช้เป็นค่าสมบูรณ์

	 การวัดค่าความถูกต้องของการพยากรณ์

	 เมื่อหาแบบจ�ำลอง Neural Networks 

ของดัชนีตลาดหลักทรัพย์ประเทศต่างๆ แล้วน�ำตัว

แบบนั้นมาพยากรณ์ล่วงหน้าทีละวัน เป็นจ�ำนวน 100 

วัน แล้วจึงน�ำค่าพยากรณ์มาค�ำนวณหาค่าความคลาด

เคลื่อนด้วยเปอร์เซ็นต์ความคลาดเคลื่อนสมบูรณ ์

เฉลี่ย (MAPE) เนื่องจากค่าความคลาดเคลื่อนที่

ค�ำนวณได้โดยใช้เปอร์เซ็นต์ความคลาดเคลื่อน 

สมบูรณ์เฉลี่ยเป็นความคลาดเคลื่อนแบบสัมพันธ์ 

(Relative) ซึ่ งอยู ่ ในรูปแบบของเปอร ์ เซ็นต ์

ความคลาดเคลื่อนจากค่าจริงมีความเหมาะสม 

ต้องการเปรียบเทียบกับงานวิจัยอื่นที่ใช้ข้อมูลและ 

แบบจ�ำลองที่แตกต่างกันได้ โดยมีสมการดังนี้

 

	 เมื่อ  

 

 1. ดัชนีราคาหลักทรัพย์ในวันถัดไปตามล าดับดังนี้ t-1, t-2, t-3, t-4 และ t-5 โดยแต่ละล าดับคือตัวแปรน าเข้า 
ที่ 1-5 ตามล าดับ 
 2. ดัชนีราคาหลักทรัพย์เฉลี่ยเคลื่อนที่ 3 วัน และ 5 วัน (Moving Average) เป็นตัวแปรน าเข้าที่ 6 และ 7 ตามล าดับ 
 3. ผลต่างของดัชนีราคาหลักทรัพย์ ณ วันนี้กับวันก่อนหน้านี้ (t – t t-1) เป็นตัวแปรน าเข้าที่ 8 
 4. จากค่าผลต่างในข้อ 3 ใส่รหัส 0.8 คือ ผลต่างที่เป็นบวก และ 0.2 คือผลต่างที่เป็นลบและ 0 ส าหรับผลต่างที่ไม่มี
การเปลี่ยนแปลงเป็นตัวแปรน าเข้าที่ 9 
 5. ค่าสมบูรณ์ของผลต่างดัชนีราคาหลักทรัพย์ในข้อ 3 เป็นตัวแปรน าเข้าที่ 10 
 การที่ออกแบบตัวแปรน าเข้าตามข้อ 1- 5 เนื่องจากข้อมูลดัชนีราคาหลักทรัพย์เป็นข้อมูลที่มีฤดูกาลและแนวโน้ม  
ตัวแปรข าเข้าตามข้อ 1 สาเหตุที่เป็น t-1 – t-5 เนื่องจากตลาดหุ้นเปิดท าการ 5 วันท าการหยุดวันเสาร์อาทิตย์ จึงส่งผลให้
ผู้วิจัยใช้ t-1 ถึง t-5 ส่วนตัวแปรน าเข้าตามข้อ 2 ผู้วิจัยออกแบบตาม Moving Average จากข้อมูล 5 วันท าการผู้วิจัยได้น ามา
เฉลี่ยเคลื่อนที่ 3 และ 5 วัน ตามล าดับ ส่วนตัวแปรน าเข้าข้อ 3 เพื่อพิจารณาที่ค่าผลต่างระหว่างวันนี้กับวันก่อนหน้านี้ ว่ามี
ผลกับการพยากรณ์ในวันถัดไปหรือไม่ ส่วนตัวแปรน าเข้าตามข้อ 4 ผู้วิจัยได้ออกแบบตัวแปรน าเข้าให้เหมือนกับ
แบบจ าลอง Exponential Smoothing และตัวแปรน ำเข้ำข้อที่ 5 ผู้วิจัยออกแบบให้โครงข่ำยเรียนรู้ถึงค่ำดัชนีรำคำ
หลักทรัพย์ที่มีค่ำมำกกว่ำ 0 จึงได้ใช้เป็นค่ำสมบูรณ์ 
 
 การวัดค่าความถูกต้องของการพยากรณ์ 
 เมื่อหาแบบจ าลอง Neural Networks ของดัชนีตลาดหลักทรัพย์ประเทศต่างๆ แล้วน าตัวแบบนั้นมาพยากรณ์
ล่วงหน้าทีละวัน เป็นจ านวน 100 วัน แล้วจึงน าค่าพยากรณ์มาค านวณหาค่าความคลาดเคลื่อนด้วย เปอร์เซ็นต์ความ
คลาดเคลื่อนสมบูรณ์เฉลี่ย (MAPE) เนื่องจากค่าความคลาดเคลื่อนที่ค านวณได้โดยใช้ เปอร์เซ็นต์ความคลาดเคลื่อนสมบูรณ์
เฉลี่ยเป็นความคลาดเคลื่อนแบบสัมพันธ์ (Relative) ซ่ึงอยู่ในรูปแบบของเปอร์เซ็นต์ความคลาดเคลื่อนจากค่าจริงมีความ
เหมาะสมต้องการเปรียบเทียบกับงานวิจัยอื่นที่ใช้ข้อมูลและแบบจ าลองที่แตกต่างกันได้ โดยมีสมการดังนี้ 
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 เมื่อ te  คือ ความคลาดเคลื่อน, tY  คือข้อมูลจริง และ n  คือจ านวนข้อมูล 
 
ผลการวิจัย 
 พิจารณากราฟข้อมูลดัชนีราคาหลักทรัพย์ทั้ง 9 ประเทศ จ านวน 1,435 วัน โดยพิจารณาจากกราฟดัชนีราคา
หลักทรัพย์ที่ใช้เป็นกลุ่มตัวอย่างดังภาพที่ 1 จะสังเกตเห็นกราฟมีลักษณะที่ผันผวนมาก แต่จะมีหลายช่วงที่มีลักษณะขึ้น-ลง 
เป็นรูปคลื่น ส่งผลให้ผู้วิจัยได้ออกแบบตัวแปรน าเข้าที่ค านึงผลของฤดูกาลเป็นหลัก ซ่ึงได้อธิบายการพิจารณาตัวแปรน าเข้า
ไว้แล้ว และไดจ้ านวนนิวรอลในช้ันน าข้อมูลเข้าทั้งหมด 10 นิวรอล เนื่องจากข้อจ ากัดในการประมวลผล (จ านวนนิวรอลยิ่ง
มาก ย่ิงใช้เวลาฝึกนานมากขึ้น) การพยากรณ์ดัชนีราคาหลักทรัพย์โดยใช้โครงข่ายประสาทเทียมโดยใช้กฎการปรับค่า
น้ าหนักแบบแพร่ย้อนกลับ ซ่ึงออกแบบให้มีจ านวนช้ันซ่อนเร้นเพียง 1 ช้ัน ก็เพียงพอแล้วที่ท าให้แบบจ าลองมี

 คือ ความคลาดเคลื่อน,  

 

 1. ดัชนีราคาหลักทรัพย์ในวันถัดไปตามล าดับดังนี้ t-1, t-2, t-3, t-4 และ t-5 โดยแต่ละล าดับคือตัวแปรน าเข้า 
ที่ 1-5 ตามล าดับ 
 2. ดัชนีราคาหลักทรัพย์เฉลี่ยเคลื่อนที่ 3 วัน และ 5 วัน (Moving Average) เป็นตัวแปรน าเข้าที่ 6 และ 7 ตามล าดับ 
 3. ผลต่างของดัชนีราคาหลักทรัพย์ ณ วันนี้กับวันก่อนหน้านี้ (t – t t-1) เป็นตัวแปรน าเข้าที่ 8 
 4. จากค่าผลต่างในข้อ 3 ใส่รหัส 0.8 คือ ผลต่างที่เป็นบวก และ 0.2 คือผลต่างที่เป็นลบและ 0 ส าหรับผลต่างที่ไม่มี
การเปลี่ยนแปลงเป็นตัวแปรน าเข้าที่ 9 
 5. ค่าสมบูรณ์ของผลต่างดัชนีราคาหลักทรัพย์ในข้อ 3 เป็นตัวแปรน าเข้าที่ 10 
 การที่ออกแบบตัวแปรน าเข้าตามข้อ 1- 5 เนื่องจากข้อมูลดัชนีราคาหลักทรัพย์เป็นข้อมูลที่มีฤดูกาลและแนวโน้ม  
ตัวแปรข าเข้าตามข้อ 1 สาเหตุที่เป็น t-1 – t-5 เนื่องจากตลาดหุ้นเปิดท าการ 5 วันท าการหยุดวันเสาร์อาทิตย์ จึงส่งผลให้
ผู้วิจัยใช้ t-1 ถึง t-5 ส่วนตัวแปรน าเข้าตามข้อ 2 ผู้วิจัยออกแบบตาม Moving Average จากข้อมูล 5 วันท าการผู้วิจัยได้น ามา
เฉลี่ยเคลื่อนที่ 3 และ 5 วัน ตามล าดับ ส่วนตัวแปรน าเข้าข้อ 3 เพื่อพิจารณาที่ค่าผลต่างระหว่างวันนี้กับวันก่อนหน้านี้ ว่ามี
ผลกับการพยากรณ์ในวันถัดไปหรือไม่ ส่วนตัวแปรน าเข้าตามข้อ 4 ผู้วิจัยได้ออกแบบตัวแปรน าเข้าให้เหมือนกับ
แบบจ าลอง Exponential Smoothing และตัวแปรน ำเข้ำข้อที่ 5 ผู้วิจัยออกแบบให้โครงข่ำยเรียนรู้ถึงค่ำดัชนีรำคำ
หลักทรัพย์ที่มีค่ำมำกกว่ำ 0 จึงได้ใช้เป็นค่ำสมบูรณ์ 
 
 การวัดค่าความถูกต้องของการพยากรณ์ 
 เมื่อหาแบบจ าลอง Neural Networks ของดัชนีตลาดหลักทรัพย์ประเทศต่างๆ แล้วน าตัวแบบนั้นมาพยากรณ์
ล่วงหน้าทีละวัน เป็นจ านวน 100 วัน แล้วจึงน าค่าพยากรณ์มาค านวณหาค่าความคลาดเคลื่อนด้วยเปอร์เซ็นต์ความ
คลาดเคลื่อนสมบูรณ์เฉลี่ย (MAPE) เนื่องจากค่าความคลาดเคลื่อนที่ค านวณได้โดยใช้ เปอร์เซ็นต์ความคลาดเคลื่อนสมบูรณ์
เฉลี่ยเป็นความคลาดเคลื่อนแบบสัมพันธ์ (Relative) ซ่ึงอยู่ในรูปแบบของเปอร์เซ็นต์ความคลาดเคลื่อนจากค่าจริงมีความ
เหมาะสมต้องการเปรียบเทียบกับงานวิจัยอื่นที่ใช้ข้อมูลและแบบจ าลองที่แตกต่างกันได้ โดยมีสมการดังนี้ 
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ผลการวิจัย 
 พิจารณากราฟข้อมูลดัชนีราคาหลักทรัพย์ทั้ง 9 ประเทศ จ านวน 1,435 วัน โดยพิจารณาจากกราฟดัชนีราคา
หลักทรัพย์ที่ใช้เป็นกลุ่มตัวอย่างดังภาพที่ 1 จะสังเกตเห็นกราฟมีลักษณะที่ผันผวนมาก แต่จะมีหลายช่วงที่มีลักษณะขึ้น-ลง 
เป็นรูปคลื่น ส่งผลให้ผู้วิจัยได้ออกแบบตัวแปรน าเข้าที่ค านึงผลของฤดูกาลเป็นหลัก ซ่ึงได้อธิบายการพิจารณาตัวแปรน าเข้า
ไว้แล้ว และไดจ้ านวนนิวรอลในช้ันน าข้อมูลเข้าทั้งหมด 10 นิวรอล เนื่องจากข้อจ ากัดในการประมวลผล (จ านวนนิวรอลยิ่ง
มาก ยิ่งใช้เวลาฝึกนานมากขึ้น) การพยากรณ์ดัชนีราคาหลักทรัพย์โดยใช้โครงข่ายประสาทเทียมโดยใช้กฎการปรับค่า
น้ าหนักแบบแพร่ย้อนกลับ ซ่ึงออกแบบให้มีจ านวนช้ันซ่อนเร้นเพียง 1 ช้ัน ก็เพียงพอแล้วที่ท าให้แบบจ าลองมี

 คือ

ข้อมูลจริง และ 
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หลักทรัพย์ที่มีค่ำมำกกว่ำ 0 จึงได้ใช้เป็นค่ำสมบูรณ์ 
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  คือจ�ำนวนข้อมูล

ผลการวิจัย
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ทั้ง 9 ประเทศ จ�ำนวน 1,435 วัน โดยพิจารณา 
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ผลของฤดูกาลเป็นหลัก ซึ่งได้อธิบายการพิจารณา

ตัวแปรน�ำเข้าไว้แล้ว และได้จ�ำนวนนิวรอลในช้ันน�ำ

ข้อมูลเข้าทั้งหมด 10 นิวรอล เนื่องจากข้อจ�ำกัดใน

การประมวลผล (จ�ำนวนนิวรอลยิ่งมาก ยิ่งใช้เวลาฝึก

นานมากขึ้น) การพยากรณ์ดัชนีราคาหลักทรัพย์โดย

ใช้โครงข่ายประสาทเทยีมโดยใช้กฎการปรบัค่าน�ำ้หนกั

แบบแพร่ย้อนกลบั ซึง่ออกแบบให้มจี�ำนวนช้ันซ่อนเร้น

เพียง 1 ชั้น ก็เพียงพอแล้วที่ท�ำให้แบบจ�ำลองมีความ

สามารถในการประมาณค่าให้คล้ายคลึงตามข้อมูล

จริง [9] และได้จ�ำนวน hidden nodes ตั้งแต่ 3 – 90 

nodes จ�ำนวนนิวรอลในชั้นข้อมูลผลลัพธ์ การวิจัยนี้

ใช้ผลลัพธ์คือค่าพยากรณ์ 1 วันถัดไป

	 การฝึกโครงข่ายประสาทเทียมจะท�ำการฝึก

กบัข้อมลูกลุ่มตวัอย่างชดุที่ 1 จ�ำนวน 60% ของ 1,435 

วัน ได้จ�ำนวนข้อมูลที่จะใช้ฝึก จ�ำนวน 861 วัน ใน

การฝึกโครงข่ายได้ก�ำหนดพารามิเตอร์ของโครงข่าย

ดังตารางที่ 2 การพิจารณาเลือกฟังก์ชันการถ่ายโอน

ในชั้นน�ำข้อมูลเข้าและชั้นซ่อนเร้น สามารถเลือกใช้

ฟังก์ชนัได้ระหว่าง Logarimric Sigmoid Function 

(Logsig) หรือ Tangent Sigmoid Function 

(Tansig) จากการพิจารณาภาพที่ 1 การเคลื่อนไหว

ของดัชนีตลาดหลักทรัพย์ของ ประเทศต่างๆ เพ่ือให้

ประสิทธิภาพการเรียนรู้ของระบบ (เส้น Train) ที่ดี

ขึ้นเรื่อยๆ หลังจากผ่านรอบการเรียนรู้ (Epochs) ที่ 

1,000 ขึ้นไป งานวิจัยนี้ได้เลือกใช้ฟังก์ชันการถ่ายโอน

แบบ Tansig ให้ผลลัพธ์ที่ดีกว่าแบบ Logsig ส�ำหรับ

การพิจารณาฟังก์ชันอัลกอริทึมในการปรับค่าน�้ำหนัก 

ในงานวิจัยครั้งนี้เลือกใช้ Levenberg-Marquardt 

(LM) ในการฝึกระบบที่ดีกว่าฟังก์ชันอัลกอริทึม 

Scale conjugate gradient (SCG) เนื่องจาก LM 

จะใช้เวลาในการปรับน�้ำหนักกับข้อมูลชุดฝึกสอนได้ดี

และรวดเร็วกว่าฟังก์ชัน SCG เมื่อท�ำการฝึกโครงข่าย

เสร็จสิ้นทั้ง 5,050 โครงข่าย ระบบจะให้ค่า MAPE 

ที่ได้จากการน�ำข้อมูลกลุ่มทดสอบมาท�ำการพยากรณ์

ข้อมูลดัชนีราคาหลักทรัพย์รายวันของประเทศต่างๆ 

และได้จ�ำนวนนิวรอลในโครงข่ายของแต่ละประเทศ 

ดังตารางที่ 3

	 จากการพยากรณ์ข ้อมูลดัชนีราคาหลัก

ทรัพย์ของประเทศต่างๆ 9 ประเทศโดยใช้โครงข่าย

ประสาทเทียมเป็นเครื่องมือในการวิเคราะห์โดยใช้

การเรียนรู้ของระบบโครงข่ายแบบแพร่ย้อนกลับ ผู้

วจิยัได้ข้อสรปุจ�ำนวนนวิรอลในโครงข่ายประสาทเทยีม  

ดังตารางที่ 3 และได้ท�ำการเปรียบเทียบความแม่นย�ำ

ของการพยากรณ์ด้วยค่า MAPE ของข้อมลู 3 กลุม่ ได้แก่  

1. Train 2. Test และ 3. Validation ตามสัดส่วน 

ที่ได้กล่าวไว้แล้วในตารางที่ 1 และได้แสดงผลการ

เปรียบเทียบความแม่นย�ำของการพยากรณ์แต่ละ

ประเทศดังตารางที่ 4 ทั้งนี้ผู้วิจัยได้เปรียบเทียบกราฟ

ค่าจริงกับค่าพยากรณ์ในข้อมูลชุดทดสอบ (test)  

ของแต่ละประเทศ ดังภาพที่ 2

	 กราฟเปรียบเทียบค่าจริงกับค่าพยากรณ์

ในข้อมูลชุดทดสอบประเทศต่างๆ พบว่าค่าจริงกับ

ค่าพยากรณ์มีค่าใกล้เคียงกันมาก นั่นแสดงให้เห็น

ว่า ตัวแบบโครงข่ายประสาทเทียมของประเทศต่างๆ 

น้ีมีความแม่นย�ำที่สูง เน่ืองมาจากแบบจ�ำลองโครง

ข่ายประสาทเทียมเป็นแบบจ�ำลองที่ไม่ใช้พารามิเตอร์ 

(Non-Parametric) และใช้หลักการเรียนรู ้ของ

แบบจ�ำลองในการสร้างความสัมพันธ์ของค่าน�้ำหนัก

และโครงสร้างภายในโครงข่าย ซึ่งมีความยืดหยุ่นและ 

มีประสิทธิภาพในการสร้างความสัมพันธ์ของข้อมูลที่

มีความผันผวนมาก ซ่ึงยากต่อการหาความสัมพันธ์

ทางสถิติ 

สรุป
	 บทความนี้ น�ำเสนอตัวแบบการพยากรณ์

ดัชนีราคาหลักทรัพย์ของประเทศต่างๆ 9 แห่งได้แก ่

ไทย สิงคโปร์ มาเลเซีย อินโดนีเซีย ฟิลิปปินส์ 

สหรัฐอเมริกา อังกฤษ ญี่ปุ่น และฮ่องกง โดยใช้โครง

ข่ายประสาทเทียมในการพยากรณ์ข้อมูล การศึกษา 

ครัง้นีไ้ด้ใช้โครงข่ายประสาทเทยีมแบบ feed forward 

3 ชั้น ประกอบไปด้วย 1 ชั้นน�ำข้อมูลเข้า 1 ชั้น 

ซ่อนเร้น และ 1 ชั้นผลลัพธ์ และได้ใช้การเรียนรู้ของ 

ระบบโครงข่ายแบบแพร่ย้อนกลับ ผลการศึกษา  
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พบว่า โครงข่ายประสาทเทียมแบบแพร่ย้อนกลับให้

ผลการพยากรณ์ทีแ่ม่นย�ำ โดยมค่ีา MAPE ของข้อมลู

ดัชนีราคาหลักทรัพย์แต่ละประเทศดังตารางที่ 5 

	 จากตารางที่ 5 พบว่า ตัวแบบโครงข่าย

ประสาทเทียมของดัชนีราคาหลักทรัพย์ 9 ประเทศ  

เป็นตัวแบบที่มีประสิทธิภาพและมีความแม่นย�ำสูง

เหตุผลที่ท�ำให้โครงข่ายประสาทเทียมสามารถให้ค่า

พยากรณ์ที่แม่นย�ำมาก เนื่องจากโครงข่ายประสาท

เทียมเป็นแบบจ�ำลองที่ไม่ใช้พารามิเตอร์และใช้หลัก

การเรียนรู้ของแบบจ�ำลองในการสร้างความสัมพันธ์

ของค่าน�้ำหนักและโครงสร้างภายในโครงข่าย ซึ่งมี

ความยืดหยุ่นและมีประสิทธิภาพในการสร้างความ

สัมพันธ์ของข้อมูลที่มีความผันผวนมาก ซึ่งยากต่อ

การหาความสัมพันธ์ทางสถิติ และสร้างค่าพยากรณ์

นอกกลุ ่มตัวอย่างได้ดีกว่าแบบจ�ำลองทางสถิติซึ่ง 

ผลงานวิจัยครั้งนี้สอดคล้องกับผลงานวิจัยของ [4] 

และ [5]

	 จากการศกึษาตวัแบบโครงข่ายประสาทเทยีม

ของดัชนีราคาหลักทรัพย์ 9 ประเทศในครั้งนี้ เป็น 

ตัวแบบที่มีประสิทธิภาพและมีความแม่นย�ำสูง เนื่อง

มาจากนิวรอลในชั้นน�ำเข้าข้อมูล ผู้วิจัยได้พิจารณา

ลักษณะข้อมูลที่ใช้ออกแบบตัวแปรน�ำเข้าที่ค�ำนึงถึง

ฤดูกาลเป็นหลัก จึงส่งผลให้ค่าจริงกับค่าพยากรณ์ 

ใกล้เคยีงกนัมาก เหมอืนงานวจิยั [8] ทีท่�ำการพยากรณ์

การส ่งออกข ้าวไทยโดยใช ้เทคนิคทางสถิติและ 

โครงข่ายประสาทเทียม ในการศึกษาพบว่าการ

ใช้เทคนิคโครงข่ายประสาทเทียมในการพยากรณ ์

การส่งออกข้าวไทยให้ประสิทธิภาพดีกว่าเทคนิค 

ทางสถิติ เนื่องจากโครงข่ายประสาทเทียมเหมาะสม

กับการพยากรณ์ข้อมูลที่ไม่เป็นเชิงเส้น จากข้อมูล 

การส่งออกข้าวไทย เป็นข้อมูลที่มีฤดูกาล จึงส่งผล 

ให้ผูว้จิยัได้ออกแบบตวัแปรน�ำเข้าโดยค�ำนงึถงึฤดกูาล 

เมื่อผ่านกระบวนการเรียนรู้ของโครงข่ายประสาท 

เทียมจึงส่งผลให้ค่าพยากรณ์มีความแม่นย�ำที่สูง  

ดังนั้นจากการศึกษาคร้ังนี้จึงได้ข้อสรุปอีกอย่างว่า 

การออกแบบจ�ำนวนนิวรอลในชั้นน�ำข ้อมูลเข ้า  

ควรพิจารณาจากลักษณะของข ้อมูลที่ ใช ้ในการ

พยากรณ์ด้วย หากจ�ำนวนนิวรอลที่ใช้น้อยเกินไป 

จะไม่สามารถหาความสัมพันธ์ที่ซ่อนอยู่ในข้อมูลได้  

แต ่ถ ้ ามากเกินไปจะท� ำให ้นิ วรอลที่ เกินมานั้น 

รบกวนการเรียนรู ้ของระบบในรูปของคลื่นรบกวน 

(Noise) ได้

ข ้อ เสนอแนะส� ำหรับการศึกษาใน 

ครั้งต่อไป
	 ในข้อมูลที่ลักษณะผันผวนมากและยาก 

ต่อการเรียนรู้ของระบบ ค่าน�้ำหนักตั้งต้นที่โปรแกรม

ประยุกต์ส่วนใหญ่เลือกให้ จะมีผลอย่างมากต่อ

ประสิทธิภาพของแบบจ�ำลองโครงข่ายประสาทเทียม 

ซึ่งค่าน�้ำหนักเหล่านี้จะถูกก�ำหนดขึ้นด้วยการสุ ่ม 

เนื่องจากโครงข่ายประสาทเทียมแบบ 1 ชั้นน�ำเข้า 

1 ชั้นซ่อนเร้น และ 1 ชั้นน�ำข้อมูลออก สามารถ 

เรียนรู้ปัญหาต่างๆ ได้มากมาย จึงควรเริ่มที่โครงข่าย

แบบนี้ก่อน แต่เมื่อใดที่ต้องเพิ่มจ�ำนวนนิวรอลใน

ช้ันซ่อนเร้นให้มากขึ้น เพื่อเพิ่มประสิทธิภาพในการ

เรียนรู้ ก็ควรที่จะเพิ่มจ�ำนวนชั้นในชั้นซ่อนเร้นแทน  

เพื่อลดปัญหา Overfitting ที่เกิดได้ง่ายขึ้น และ 

ลดเวลาประมวลผลลงได้มาก เนื่องจากการที่มีจ�ำนวน

นิวรอลชั้นซ่อนเร้นมากแต่มีเพียงชั้นซ่อนเร้นเดียว  

จะใช้เวลาในการประมวลผลที่มากกว่า และจ�ำนวน

นิวรอลในช้ันน�ำข้อมูลเข้า ควรพิจารณาจากลักษณะ

ข้อมูลที่จะใช้ เนื่องจากจ�ำนวนนิวรอลที่น้อยเกินไป 

จะไม่สามารถหาความสัมพันธ์ที่ซ่อนอยู่ในข้อมูลได้  

แต่ถ ้ามากเกินไปจะท�ำให้นิวรอลที่ เกินมานั้นจะ 

รบกวนการเรียนรู้ของระบบในรูปของคลื่นรบกวน

กิตติกรรมประกาศ
	 งานวิจัยน้ีได ้รับทุนอุดหนุนการค้นคว ้า 

และวิจัยในการท�ำวิทยานิพนธ์มหาวิทยาลัยขอนแก่น 

และขอขอบคุณประธานสอบและกรรมการสอบ

วิทยานิพนธ์ พร้อมทั้งขอขอบคุณผู ้ เข ้าร ่วมการ

ประชุมวิชาการในการน�ำเสนอผลงานวิทยานิพนธ์ 

ด ้านเศรษฐศาสตร ์  ครั้ งที่  7 ณ มหาวิทยาลัย
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เกษตรศาสตร์ ที่ร ่วมแสดงความคิดเห็นและให้ 

ข้อเสนอแนะต่างๆ ผู้วิจัยได้น�ำข้อเสนอแนะต่างๆ 

มาปรับปรุงบทความในครั้งนี้ จึงส่งผลให้การเขียน

บทความนี้ส�ำเร็จได้ดี
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ตารางท่ี 1 ตารางการแบ่งกลุ่มข้อมูล 
 ข้อมูล    จ านวนข้อมูล   สัดส่วน(ร้อยละ) 
 (1) Training set   861    60% 
 (2) Test set   359    25% 
 (3) Validation set   215    15% 
 
ตารางท่ี 2 ตารางพารามิเตอร์ของโครงข่ายประสาทเทียม 
 Paramiter    ค่าที่ใช้ 
 Transfer Functions   Logsig, tansig 
 Training Algorithm  Back Propagation 
 Training Function   Levenberg-Marquardt and Scale conjugate gradient  
 Epochs    1,000 
 Learning rate   0.0001 
 Hidden nodes   3 – 90 nodes 
 
ตารางท่ี 3 ตารางสรุปจ านวนนิวรอลในโครงข่ายประสาทเทียม 
 Model   Input Layer   Hidden Layer 
    No. of neurons     No. of layers    No. of neurons 
 Thailand   10   1   20 
 Singapore  10   1   5 
 Malaysia   10   1   30 
 Indonesia  10   1   5 
 Philippines  10   1   30 
 New York  10   1   20 
 London   10   1   20 
 Japan   10   1   10 
 Hongkong  10   1   30 
  
ตารางท่ี 4 ตารางสรุปความแม่นย าด้วยค่า MAPE ของการพยากรณ์ในประเทศต่างๆ  

  Thailand Singapore Malaysia Indonesia Philippines New York London Japan Hong Kong 
Train 0.1841 0.2116 0.189 0.4035 0.8811 0.5259×10-4 0.4366 0.4586×10-3 0.654×10-5 
Test 0.1908 0.2367 0.1983 0.4191 0.9812 0.7045×10-4 0.5206 0.5157×10-3 0.6634×10-5 
Validation 0.1829 0.233 0.1932 0.4132 0.8591 0.5215×10-4 0.4085 0.5218×10-3 0.6905×10-5 

Overall 0.1856 0.2211 0.1919 0.4088 0.9029 0.5699×10-4 0.4534 0.4824×10-3 0.6618×10-5 
 

ตารางที่ 1 ตารางการแบ่งกลุ่มข้อมูล

ตารางที่ 2 ตารางพารามิเตอร์ของโครงข่ายประสาทเทียม

ตารางที่ 3 ตารางสรุปจ�ำนวนนิวรอลในโครงข่ายประสาทเทียม

ตารางที่ 4 ตารางสรุปความแม่นย�ำด้วยค่า MAPE ของการพยากรณ์ในประเทศต่างๆ 

 

ตารางท่ี 1 ตารางการแบ่งกลุ่มข้อมูล 
 ข้อมูล    จ านวนข้อมูล   สัดส่วน(ร้อยละ) 
 (1) Training set   861    60% 
 (2) Test set   359    25% 
 (3) Validation set   215    15% 
 
ตารางท่ี 2 ตารางพารามิเตอร์ของโครงข่ายประสาทเทียม 
 Paramiter    ค่าที่ใช้ 
 Transfer Functions   Logsig, tansig 
 Training Algorithm  Back Propagation 
 Training Function   Levenberg-Marquardt and Scale conjugate gradient  
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 Learning rate   0.0001 
 Hidden nodes   3 – 90 nodes 
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 Singapore  10   1   5 
 Malaysia   10   1   30 
 Indonesia  10   1   5 
 Philippines  10   1   30 
 New York  10   1   20 
 London   10   1   20 
 Japan   10   1   10 
 Hongkong  10   1   30 
  
ตารางท่ี 4 ตารางสรุปความแม่นย าด้วยค่า MAPE ของการพยากรณ์ในประเทศต่างๆ  

  Thailand Singapore Malaysia Indonesia Philippines New York London Japan Hong Kong 
Train 0.1841 0.2116 0.189 0.4035 0.8811 0.5259×10-4 0.4366 0.4586×10-3 0.654×10-5 
Test 0.1908 0.2367 0.1983 0.4191 0.9812 0.7045×10-4 0.5206 0.5157×10-3 0.6634×10-5 
Validation 0.1829 0.233 0.1932 0.4132 0.8591 0.5215×10-4 0.4085 0.5218×10-3 0.6905×10-5 

Overall 0.1856 0.2211 0.1919 0.4088 0.9029 0.5699×10-4 0.4534 0.4824×10-3 0.6618×10-5 
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 ข้อมูล    จ านวนข้อมูล   สัดส่วน(ร้อยละ) 
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 London   10   1   20 
 Japan   10   1   10 
 Hongkong  10   1   30 
  
ตารางท่ี 4 ตารางสรุปความแม่นย าด้วยค่า MAPE ของการพยากรณ์ในประเทศต่างๆ  
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Validation 0.1829 0.233 0.1932 0.4132 0.8591 0.5215×10-4 0.4085 0.5218×10-3 0.6905×10-5 

Overall 0.1856 0.2211 0.1919 0.4088 0.9029 0.5699×10-4 0.4534 0.4824×10-3 0.6618×10-5 
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 Training Algorithm  Back Propagation 
 Training Function   Levenberg-Marquardt and Scale conjugate gradient  
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ตารางท่ี 3 ตารางสรุปจ านวนนิวรอลในโครงข่ายประสาทเทียม 
 Model   Input Layer   Hidden Layer 
    No. of neurons     No. of layers    No. of neurons 
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ตารางที่ 5 ตารางสรุปค่าความแม่นย�ำของการพยากรณ์ข้อมูลชุดทดสอบ (test) 
 

ตารางท่ี 5 ตารางสรุปค่าความแม่นย าของการพยากรณ์ข้อมูลชุดทดสอบ (test)  
 

ประเทศ MAPE 
ไทย (SET Index) 0.198 
สิงคโปร์ (Straits Times) 0.2367 
มาเลเซีย (KLSE Composite) 0.1983 
อินโดนีเซีย (JSX Composite) 0.4191 
ฟิลิปปินส์ (PSE Composite) 0.9812 
สหรัฐอเมริกา (Dow Jones) 0.7045×10-4 
อังกฤษ (Financial) 0.5206 
ญี่ปุ่น (Nikkei) 0.5157×10-3 
ฮ่องกง (Hang Seng) 0.6634×10-5 

 

 
 

ภาพที่ 1  กราฟแสดงแนวโน้มดัชนีราคาหลักทรัพย์ ณ ช่วงที่ใช้เปน็กลุ่มตัวอย่าง 
 

 

ตารางท่ี 5 ตารางสรุปค่าความแม่นย าของการพยากรณ์ข้อมูลชุดทดสอบ (test)  
 

ประเทศ MAPE 
ไทย (SET Index) 0.198 
สิงคโปร์ (Straits Times) 0.2367 
มาเลเซีย (KLSE Composite) 0.1983 
อินโดนีเซีย (JSX Composite) 0.4191 
ฟิลิปปินส์ (PSE Composite) 0.9812 
สหรัฐอเมริกา (Dow Jones) 0.7045×10-4 
อังกฤษ (Financial) 0.5206 
ญี่ปุ่น (Nikkei) 0.5157×10-3 
ฮ่องกง (Hang Seng) 0.6634×10-5 

 

 
 

ภาพที่ 1  กราฟแสดงแนวโน้มดัชนีราคาหลักทรัพย์ ณ ช่วงที่ใช้เปน็กลุ่มตัวอย่าง 
 

ภาพที่ 1  กราฟแสดงแนวโน้มดัชนีราคาหลักทรัพย์ ณ ช่วงที่ใช้เป็นกลุ่มตัวอย่าง
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 (1)  (2) 
 

  
 

 (3)  (4) 
 

  
 

 (5)  (6) 
 

ภาพที่ 2  กราฟเปรียบเทียบค่าจรงิกับค่าพยากรณ์ในข้อมูลชุดทดสอบของแต่ละประเทศโดยที ่
 (1) ตัวแบบไทย  
 (2) ตัวแบบสิงคโปร ์
 (3) ตัวแบบมาเลเซีย 
 (4) ตัวแบบอินโดนีเซีย 
 (5) ตัวแบบฟิลิปปินส์ 
 (6) ตัวแบบสหรัฐอเมริกา 

ภาพที่ 2  กราฟเปรียบเทียบค่าจริงกับค่าพยากรณ์ในข้อมูลชุดทดสอบของแต่ละประเทศโดยที่

	 (1) ตัวแบบไทย	 (2) ตัวแบบสิงคโปร์

	 (3) ตัวแบบมาเลเซีย	 (4) ตัวแบบอินโดนีเซีย

	 (5) ตัวแบบฟิลิปปินส์	 (6) ตัวแบบสหรัฐอเมริกา
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ภาพที่ 2  กราฟเปรียบเทียบค่าจริงกับค่าพยากรณ์ในข้อมูลชุดทดสอบของแต่ละประเทศโดยที่ (ต่อ)

	 (7) ตัวแบบอังกฤษ

	 (8) ตัวแบบญี่ปุ่น

	 (9) ตัวแบบฮ่องกง

 

 

  
 

 (7)  (8) 
 

 
 

  (9) 
 

ภาพที่ 2  กราฟเปรียบเทียบค่าจรงิกับค่าพยากรณ์ในข้อมูลชุดทดสอบของแต่ละประเทศโดยที ่(ต่อ) 
 (7) ตัวแบบอังกฤษ 
 (8) ตัวแบบญีปุ่่น 
 (9) ตัวแบบฮ่องกง 
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ค�ำแนะน�ำส�ำหรับผู้เขียน

	 จัดเตรียมบทความให้อยู่ในรูปของบทความวิจัย (Research Article) ซึ่งมีองค์ประกอบ คือ 

การเตรียมต้นฉบับ
	 1.	เรื่องที่จะส่งมาลงพิมพ์ต้องเป็นบทความวิจัยที่เป็นผลงานวิจัยจากวิทยานิพนธ์ หรือการศึกษาอิสระของนักศึกษาระดับบัณฑิตศึกษา และ 
ไม่เคยตีพิมพ์เผยแพร่ที่ใดมาก่อน เขียนเป็นภาษาไทยหรือภาษาอังกฤษก็ได้ ในด้านมนุษยศาสตร์และสังคมศาสตร์
	 2.	บทความต้องมีส่วนประกอบ ดังนี้
	 	 2.1	 ชื่อเรื่อง (Title) ทั้งภาษาไทย และภาษาอังกฤษ
	 	 2.2	 ชื่อผู้เขียนทุกคน (Authors) (ระบุเฉพาะชื่อและนามสกุลโดยไม่ต้องมีค�ำน�ำหน้าชื่อ ยกเว้นอาจารย์ที่ปรึกษาคุณวุฒิระดับปริญญาเอก 
มี ดร./Dr. น�ำหน้าได้) ทั้งภาษาไทย และภาษาอังกฤษ และ Email ของ Correspondent author
	 	 2.3	บทคัดย่อ (Abstract) ทั้งภาษาไทย และภาษาอังกฤษ ความยาวรวมกันไม่เกิน 1 หน้ากระดาษ
	 	 2.4	ค�ำส�ำคัญ (Key Words) ทั้งภาษาไทย และภาษาอังกฤษ อย่างละไม่เกิน 3 ค�ำ
	 	 2.5	 รายละเอียดเกี่ยวกับผู้เขียน (Author Affiliation) และอาจารย์ที่ปรึกษา (ที่ร่วมเขียน) ระบุรายละเอียดเกี่ยวกับผู้เขียนแต่ละคนไว ้
ในเชิงอรรถ (Footnote) โดยใช้สัญลักษณ์ * อ้างถึงตามล�ำดับในส่วนของเชิงอรรถ ส�ำหรับนักศึกษาให้ระบุชื่อหลักสูตรและสาขาวิชาที่ก�ำลังศึกษา/
ส�ำเร็จการศึกษา ส่วนอาจารย์ที่ปรึกษา (ที่ร่วมเขียน) ให้ระบุต�ำแหน่งทางวิชาการ คุณวุฒิ (ถ้าต้องการระบุ) และสถานที่ท�ำงาน
	 	 2.6	 เนื้อเรื่องบทความประกอบด้วยหัวข้อตามล�ำดับ คือ  
	      	 -  บทน�ำ (Introduction) (ครอบคลุมความส�ำคัญของปัญหา วัตถุประสงค์ และวรรณกรรมที่เกี่ยวข้อง) 
	 	 	 -  วัสดุ และวิธีการวิจัย (Materials and methods)
	 	 	 -  ผลการวิจัย (Results)
	 	 	 -  สรุป และอภิปรายผล (Conclusion and Discussion)
	 	 	 -  กิตติกรรมประกาศ (ถ้ามี) (Acknowledgement) (If any)
	 	 	 -  เอกสารอ้างอิง (References)  
	 3.	บทความต้นฉบับความยาวไม่เกิน 12 หน้ากระดาษ ขนาด A4 พิมพ์หน้าเดียว เว้นระยะ 1 บรรทัด จัดพิมพ์แบบ 1 คอลัมน์ ใช้ชนิดตัวพิมพ์
แบบ Angsana  New ขนาด 14 พอยต์ และ Times New Roman ขนาด 10 พอยต์ ส�ำหรับบทความที่เขียนเป็นภาษาอังกฤษ จัดพิมพ์ลงบนกระดาษ 
จ�ำนวน 2 ชุด พร้อมแผ่นบันทึกข้อมูล 
	 4.   ตารางและภาพประกอบ (Tables and Illustrations) ให้แยกไว้ที่ตอนท้ายของบทความ (หลังเอกสารอ้างอิง) โดยตารางและภาพ
ประกอบ ต้องมคีวามคมชดั จดัเรียงตามล�ำดบัหรอืหมายเลขทีอ่า้งถงึในบทความ โดยวิธเีขยีนควรระบุชือ่ตารางไว้เหนอืตารางแต่ละตาราง และระบชุือ่ 
หรือค�ำอธิบายภาพแต่ละภาพไว้ใต้ภาพนั้น ๆ 

การอ้างอิงเอกสาร (References)
	 เอกสารอ้างอิง ให้ใช้ระบบ Vancouver Style และต้องเป็นภาษาอังกฤษเท่านั้น ในกรณีที่เป็นภาษาไทย ให้แปลเป็นภาษาอังกฤษและต่อท้าย 
ด้วย Thai (ดูตัวอย่างใน web site ของวารสาร http://journal.gs.kku.ac.th/) 
	 	 - จ�ำนวนการอ้างอิงในเนื้อเรื่องบทความต้องเท่ากับในส่วนของเอกสารอ้างอิงท้ายบทความ
	 	 - ให้ใส่ชื่อผู้เขียนทุกคนถ้ามากกว่า 6 คน ให้ใส่ชื่อ 6 คนแรกตามด้วย และคณะ หรือ  et al. 

	 1.  การอ้างอิงในเนื้อเรื่อง ใส่หมายเลขเรียงตามล�ำดับเลขที่มีการอ้างถึงในบทความ และหมายเลขที่อ้างถึงในบทความนั้น จะต้องตรงกับ
หมายเลขที่มีการก�ำกับไว้ในส่วนเอกสารอ้างอิงด้วย โดยเรียงล�ำดับจากหมายเลข 1 ไปจนถึงเลขที่สุดท้าย ให้เขียนหมายเลขอยู่ในวงเล็บ [  ] ต่อท้าย
ข้อความที่น�ำมาอ้างอิงในบทความ ดังตัวอย่าง
	 ...การสื่อสาร และการท�ำงานบริการ สอดคล้องกับงานวิจัยของชัยณรงค์ [1] ...
	 ...พฤติกรรมทางเพศของวัยรุ่น [2]...

	 2.	การอ้างอิงท้ายเรื่อง
        		 อ้างหนังสือ	
	 	 1.  Murray PR, Rosenthal KS, Kobayashi GS, Pfaller MA. Medical microbiology. 4th ed. St. Louis: Mosby; 2002.
        		 อ้างบทความในวารสาร
	 	 2.	 Patta T, Nuchanat M. The relationship between emotional quotients and sexual behavior among adolescent in  
	 	 	 Bangkok. Thai Mental Health J. 2007; 15(1): 22. Thai.        

การส่งต้นฉบับ
	 ส�ำหรับผู้สนใจสามารถส่งบทความต้นฉบับด้วยตนเองที่ บัณฑิตวิทยาลัย มหาวิทยาลัยขอนแก่น ชั้น 3 อาคารพิมล กลกิจ ต.ในเมือง  อ.เมือง 
จ.ขอนแก่น 40002 ณ จุด One Stop Service หรือทางไปรษณีย์ตามที่อยู่ และทาง Email: ppanip@kku.ac.th 
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