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Prediction of Passing Probability of Students in Higher Education Level 
Using Machine Learning Algorithm
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	 Abstract
	 The purposes of this research were: 1) to develop a model to predict the probability of first-year students in the 
Computer Science program passing to the second year, and 2) to implement an application predicting the probability of 
first-year students in the Computer Science program passing to the second year.
	 The data were collected using a questionnaire administered to first to fourth-year students in the Computer Science 
program, totaling 125 individuals, at Buriram Rajabhat University. Data were also collected from the Office of Academic 
Promotion and Registration of Buriram Rajabhat University. Imbalanced data were adjusted using SMOTE. The model was 
created using three algorithmic techniques, including logistic regression, random forest, and decision tree. The Efficiency of 
each algorithm was measured using accuracy and root mean square error (RMSE). The Results of the measurement of the 
models’ efficiency revealed that the model utilizing logistic regression had the highest prediction efficiency.
	 With regard to the results of the development of an application for predicting the probability of passing to the second 
year of the first-year computer science students, the most efficient model was deployed into a web application used for 
prediction using Python and Django Framework with PostgreSQL as the database. Moreover, the results of an analysis of 
users’ satisfaction with the web application showed that the users’ satisfaction was at the highest level with a mean score 
of 4.59 and a standard deviation of 0.55.
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	 บทคััดย่่อ
	 งานวิจิัยันี้้�นำเสนอการทำนายข้อ้มูลูโอกาสที่่�นักัศึกึษาชั้้�นปีทีี่่� 1 จะได้เ้ลื่่�อนชั้้�นขึ้้�นชั้้�นปีทีี่่� 2 โดยใช้ก้ารเรีียนรู้้�ของเครื่่�อง ในบริบิทการศึกึษาระดับั
อุุดมศึึกษา มีีวััตถุุประสงค์์การวิิจััย 1) เพื่่�อสร้้างแบบจำลองทำนายโอกาสการได้้ขึ้้�นชั้้�นปีี 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์ 
และ 2) เพื่่�อพััฒนาเว็็บแอปพลิิเคชัันทำนายโอกาสการได้้ขึ้้�นชั้้�นปีี 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์ 
	 ผลการสร้้างแบบจำลองทำนายโอกาสการได้้ขึ้้�นชั้้�นปีี 2 ข องนัักศึึกษาช้ั้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิวเตอร์์ เก็็บรวบรวมข้้อมููล 
โดยการใช้้แบบสอบถาม นัักศึึกษาสาขาวิิชาวิิทยาการคอมพิิวเตอร์์ชั้้�นปีีที่่� 1-4 มหาวิิทยาลััยราชภััฏบุุรีีรััมย์์จำนวน 125 คน และรวบรวบข้้อมููลจาก
สำนักัวิิชาการและงานทะเบีียนของมหาวิทิยาลัยัราชภัฏับุรุีีรัมัย์ ์ปรับัข้อ้มูลูที่่�ไม่ส่มดุลุด้ว้ยเทคนิคิ SMOTE และสร้า้งแบบจำลองจากอัลักอริทิึมึ 3 แบบ 
ได้้แก่่ เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก เทคนิิคป่่าไม้้ตััดสินใจ  และเทคนิิคต้้นไม้้ตััดสินใจ วั ดประสิิทธิิภาพแต่่ละอััลกอริิทึึม 
ด้้วยค่่าความถููกต้้อง และค่่าความคลาดเคลื่่�อนของเครื่่�องมืือ ผลการวััดประสิิทธิิภาพของแบบจำลอง พบว่่า แบบจำลองที่่�ใช้้เทคนิิคการวิิเคราะห์์ 
การถดถอยโลจีีสติิกมีีประสิิทธิิภาพในการทำนายที่่�สููงที่่�สุุด
	 ผลการพััฒนาเว็็บแอปพลิิเคชัันทำนายโอกาสการได้้ขึ้้�นชั้้�นปีี 2 ข องนัักศึึกษาช้ั้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิวเตอร์์ นำแบบจำลอง 
ที่่�มีีประสิิทธิิภาพสููงสุุดมาพััฒนาในรููปแบบเว็็บแอปพลิเคชัันที่่�ใช้้ในการทำนายด้้วยภาษา Python และ Django Framework และใช้้โปรแกรม 
Postgresql เป็็นฐานข้้อมููล ผลการวิิเคราะห์์ความพึึงพอใจของผู้้�ใช้้ที่่�มีีต่่อเว็็บแอปพลิิเคชััน พบว่่า ผู้้�ใช้้มีีความพึึงพอใจในระดัับมากที่่�สุุด มีีค่่าเฉลี่่�ย
อยู่่�ที่่� 4.59 และค่่าเบี่่�ยงเบนมาตรฐาน 0.55

	 คำสำคััญ: แบบจำลองทำนาย, การเรีียนรู้้�ของเครื่่�อง, เว็็บแอปพลิิเคชััน, การวิิเคราะห์์การถดถอยโลจีีสติิก, ป่่าไม้้ตััดสิินใจ, ต้้นไม้้ตััดสิินใจ
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	 บทนำำ� (Introduction)

	 ปััญหาทั่่�วไปอย่่างหนึ่่�งที่่�นัักศึึกษาระดัับอุุดมศึึกษาต้้อง
เผชิิญในช่่วงปีีแรกคืือความท้้าทายในการปรัับตััวให้้เข้้ากัับ
การเรีียนในระดัับอุุดมศึึกษา ความท้้าทายเหล่่านี้้�มัักเกิิดจาก
ความยากลำบากในการปรับัตัวัเข้า้กับัการเรีียนในมหาวิทิยาลัยั
และการขาดพื้้�นฐานการเรีียนรู้้�ที่่�จำเป็็น สาขาวิิชาวิิทยาการ
คอมพิิวเตอร์์ คณะวิิทยาศาสตร์์ ม หาวิิทยาลััยราชภััฏบุุรีีรััมย์์ 
เป็็นสาขาวิิชาที่่�เปิิดสอนระดัับปริิญญาด้้านคอมพิิวเตอร์์ สาขา
วิิชาวิิทยาการคอมพิวเตอร์์ มั ักมีีปััญหาเกี่่�ยวกัับการพ้้นสภาพ
ของนัักศึึกษาช่่วงปีีที่่� 1 ที่่�จะขึ้้�นปีีที่่� 2 เป็็นอย่่างมาก เมื่่�อเทีียบ
อัตัราส่ว่นกับัการพ้น้สภาพของนักัศึกึษาในชั้้�นปีอีื่่�น ๆ  เนื่่�องจาก
นัักศึึกษาอาจมีีปัญหา เช่่น ไม่่สามารถปรับตััวในการเรีียน 
ในระดัับมหาวิิทยาลััยได้้ หรืือไม่่มีีพื้้�นฐานความรู้้�ที่่�จำเป็็นใน 
การศึึกษา เป็็นต้้น
	 การเรีียนรู้้�ของเครื่่�อง (Machine learning) เป็็นศาสตร์์
แขนงหนึ่่�งที่่�ใช้้สร้้างในการเรีียนรู้้�ให้้กัับเครื่่�องโดยอาศััยวิิธีีการ
ทางคณิิตศาสตร์์และสถิิติิในการสร้้างแบบจำลอง (Model) 
จากข้อ้มูลูที่่�มีีอยู่่� เพื่่�อใช้ใ้นการทำนายผลและตััดสินใจ (Bancha, 
2021, p. 11) การเรีียนรู้้�ของเครื่่�อง คืือ การใช้้ข้้อมููลที่่�มีีอยู่่�เพื่่�อ
พััฒนาแบบจำลองที่่�สามารถใช้้ในการคาดการณ์์ผลลััพธ์์ต่่าง ๆ 
สำหรัับข้้อมููลใหม่่ (Grus, 2019, p. 164) ได้้มีีการนำการ
เรีียนรู้้�ของเครื่่�องมาใช้้ทำนายเกี่่�ยวกัับนัักศึึกษา อาทิิ Hussain 
and Khan (2021) นำการเรีียนรู้้�ของเครื่่�องมาใช้้ในการทำนาย
ประสิิทธิิภาพของนัักเรีียนระดัับมััธยม  Li and Liu (2021) 
ใช้้การเรีียนรู้้�ของเคร่ื่�องประเภทการเรีียนรู้้�เชิิงลึึก (Deep 
learning) ทำนายประสิทิธิภิาพนักัศึกึษาระดับัอุดุมศึกึษา เพ่ื่�อใช้ ้
ในการวางแผนในระดับัการศึกึษาที่่�สูงูขึ้้�น Kepan et al. (2018) 
ได้้ใช้้เหมืืองข้้อมููลในการทำนายนัักศึึกษาระดัับปริิญญาตรีี 
ทีีออกกลางคััน Thaweechat et al. (2022) ได้้ศึึกษาเรื่่�อง
ระบบทำนายการพ้้นสภาพของนัักศึึกษาระดัับปริิญญาตรีี 
คณะวิิทยาศาสตร์์ ม หาวิิทยาลััยราชภััฏบุุรีีรัมย์ ด้้วยเทคนิิค
การทำเหมืืองข้้อมููล ซึ่่�งงานวิิจััยทั้้�งหมดส่วนใหญ่่จะพบว่่าการ
ทำนายด้้วยการเรีียนรู้้�ของเครื่่�องค่่อนข้้างให้้ความแม่่นยำใน
การทำนาย
	 นอกจากน้ี้� หลาย ๆ  งานวิจิัยัยัังนำแบบจำลองที่่�ทำนายมา
พัฒันาต่อ่ในรูปูแบบเว็บ็แอปพลิเิคชันั Clitan et al. (2021, pp. 
70-74) พัฒันาเว็บ็แอปพลิเิคชันัซึ่่�งช่ว่ยให้ผู้้้�ใช้ส้ามารถวิเิคราะห์์
วิิวััฒนาการของการระบาดใหญ่่ของไวรััสโคโรนา 2019 ใน
ประเทศโรมาเนีียในรูปูแบบกราฟิกิ และการทำนายวิวิัฒันาการ
ของผู้้�ติดิเชื้้�อ Prasetyo et al. (2021, pp. 49-59) ได้ส้ร้า้งระบบ
การทำนายโรคเบาหวาน โดยใช้้อััลกอริิทึึม XGBoost ผ่่านเว็็บ
แอปพลิเคชันั Rekha et al. (2021, pp. 3770-3783) ได้้พัฒันา
เว็็บแอปพลิิเคชััน เพื่่�อคาดการณ์์การใช้้งานโดยใช้้อััลกอริิทึึม 
การถดถอยเชิิงเส้้นที่่�มีีตััวแปรหลายตััวเพ่ื่�อทำนายรููปแบบการ 

ใช้้งานเพื่่�อความชััดเจนที่่�ดีีขึ้้�น และการตััดสิินใจทางการเงิิน 
ที่่�ดีีขึ้้�นในด้้านต่่าง ๆ เช่่น งบประมาณ การตลาด ฯลฯ
	 จากที่่�กล่่าวมาข้า้งต้น้ผู้้�วิจิัยัจึงึจะนำเทคนิคิการเรีียนรู้้�ของ
เครื่่�องมาประยุุกต์์ใช้้ในการทำนายโอกาสที่่�นัักศึึกษาชั้้�นปีีที่่� 1 
จะได้ข้ึ้้�นชั้้�นปีทีี่่� 2 เพื่่�อจะทำนายเบื้้�องต้น้ได้ว่้่านักัศึกึษาช้ั้�นปีทีี่่� 1 
คนใดมีีแนวโน้้มไม่่ได้้ขึ้้�นช้ั้�นปีีที่่� 2 สาขาวิิชาวิิทยาการคอมพิวเตอร์์ 
จะได้ว้างแผนดูแูลนักัศึกึษาที่่�มีีแนวโน้ม้มีีปัญัหาเป็น็กรณีีพิเิศษ 
เพื่่�อช่่วยเพิ่่�มโอกาสในการได้้ขึ้้�นชั้้�นปีีที่่� 2 ลดการออกมากขึ้้�น 
โดยการสร้า้งแบบจำลองทำนายนี้้� ได้เ้ก็บ็รวบรวมข้อ้มูลูนักัศึกึษา 
จากนัักศึกึษาช้ั้�นปีทีี่่� 1-4 โดยการใช้แ้บบสอบถาม และรวบรวบ 
ข้้อมููลจากสำนัักวิิชาการและงานทะเบีียนของมหาวิิทยาลััย
ราชภััฏบุุรีีรัมย์ เลืือกเฉพาะนัักศึึกษาสาขาวิิชาวิิทยาการ
คอมพิิวเตอร์์ช้ั้�นปีีที่่� 1-4 ที่่ �ใช้้หลัักสููตรวิิทยาการคอมพิิวเตอร์์ 
หลักัสูตูรปรับปรุง 2561 ปรับข้อ้มูลูที่่�ไม่ส่มดุลด้ว้ยการทำข้้อมูลู
ให้้สมดุุลแบบ SMOTE (Synthetic minority oversampling 
technique: SMOTE) ซึ่่�งเป็็นวิิธีีที่่�มีีประสิิทธิิภาพในการเพิ่่�ม
ข้้อมููลวิิธีีหนึ่่�งสำหรัับข้้อมููลไม่่สมดุุล (Imbalanced data) คืือ 
ข้้อมููลที่่�มีีจำนวนข้้อมููลในกลุ่่�มหนึ่่�งมากกว่่าจำนวนข้้อมููลของ 
อีีกกลุ่่�มหนึ่่�งเป็็นจำนวนมาก (Ishaq et al., 2021; Elreedy 
& Atiya, 2019; Akarachantachote & Panitsupakamol, 
2019) และเพื่่�อให้้ได้้แบบจำลองที่่�มีีประสิิทธิิภาพสููงสุุดที่่�ใช้้ 
ในการทำนาย ผู้้�วิจิัยัจึงึได้เ้ลืือกอัลักอริทิึมึที่่�งานวิจิัยัต่า่ง ๆ  นิยิมใช้ ้
3 แบบ และนำมาเปรีียบเทีียบประสิิทธิิภาพโดยอััลกอริิทึึม 
ที่่�นำมาเปรีียบเทีียบ ดัังนี้้�
	 เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก (Logistic 
regression) ซึ่่�งเป็็นอััลกอริิทึึมที่่�จััดอยู่่�ในประเภทการเรีียนรู้้�
แบบมีีผู้้�สอน (Supervised learning) สําํหรับัการทําํนายผลแบบ 
การจํําแนก (Classification) โดยข้้อมููลตััวอย่่างแต่่ละรายการ
จะมีีคอลัมัน์ท์ี่่�เป็น็ผลลัพัธ์ห์รืือตัวัแปรที่่�สามารถจําํแนกประเภท
หรืือแบ่่งได้้เป็็น 2 กลุ่่�ม (Binary classes) เป็็นข้้อมููลไม่่ต่่อเนื่่�อง 
เช่น่ Yes/No, True/False หรืือ Success/Fail เป็น็ต้้น ส่วนคอลััมน์ 
ที่่�เป็น็คุณุลักัษณะหรืือตัวัแปรอิสิระอาจมีีตั้้�งแต่ ่1 คอลัมัน์ข์ึ้้�นไป 
(Bancha, 2021, p. 152; Saraubon, 2020, p. 459) โดยได้้
มีีการวิิจััยหลายงานได้้นำการถดถอยโลจีีสติิกมาใช้้เป็็นเทคนิิค
ในการทำนาย อาทิิ Fathiya and Sadath (2021) ใช้้ในการ 
ทำนายโอกาสการเข้า้ศึกึษามหาวิิทยาลัยัของนักัเรีียน Atik et al. 
(2021) ใช้้เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิกในการ
ทำนายเจตคติิต่่อสิ่่�งแวดล้้อมของนัักเรีียนระดัับชั้้�นมััธยมศึึกษา 
Chacha et al. (2019) ใช้้เทคนิิคการวิิเคราะห์์การถดถอย 
โลจีีสติิกในการทำนายการออกกลางคัันของนัักศึึกษา และ 
Wu et al. (2023) ใช้้เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก 
ในการทำนายข้อ้เสนอการรับัเข้า้เรีียนกับัความน่า่จะเป็น็ในการ
ลงทะเบีียนของนัักศึึกษา
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	 เทคนิิคต้้นไม้้ตััดสิินใจ  (Decision tree) เป็็นอััลกอริิทึึม 
ที่่�มีีลัักษณะสร้้างลํําดัับการตััดสิินใจเป็็นแผนภููมิิที่่�มีีลัักษณะ
โครงสร้้างคล้้ายกัับต้้นไม้้แบบกลัับหััว นิิยมใช้้งานกัันอย่่างแพร่่
หลาย เนื่่�องจากมีีหลัักการที่่�ไม่่ยุ่่�งยาก สามารถเรีียนรู้้�ได้ง่้่ายและ
รวดเร็ว็ สามารถทํานายผลได้ท้ั้้�งแบบจำแนกข้อ้มูลูและแบบการ
ถดถอย (Regression) ทั้้ �งนี้้�ข้้อมููลที่่�จะทํํานายผลด้้วยเทคนิิค
ต้้นไม้้ตััดสินใจนั้้�น คอลััมน์ที่่�เป็็นคุุณลัักษณะหรืือตััวแปรอิิสระ
ควรเป็็นข้อ้มูลูที่่�สามารถจััดกลุ่่�มได้ ้ส่วนตััวแปรตามหรืือผลลััพธ์์ 
อาจเป็็นแบบจำแนกข้้อมููลหรืือแบบการถดถอย (Bancha, 
2021, pp. 247-248) โดยได้้มีีการวิิจััยหลายงานได้้นำเทคนิิค
ป่่าไม้้ตััดสิินใจ ม าใช้้เป็็นเทคนิิคในการทำนาย อาทิิ Gotardo 
(2019) ใช้้เทคนิิคต้้นไม้้ตััดสิินใจในการทำนายประสิิทธิิภาพ
ของนัักศึึกษา Khakata et al. (2019) ใช้้เทคนิิคต้้นไม้้ตััดสิินใจ 
ในการทำนายประสิิทธิิภาพของนัักศึึกษาบนสภาพแวดล้้อม 
ที่่�เป็็นสื่่�อกลางทางอิินเทอร์์เน็็ต และ Thaweechat (2022) 
ใช้้เทคนิิคต้้นไม้้ตััดสิินใจในการทำนายการพ้้นสภาพของ
นัักศึึกษาระดัับปริิญญาตรีี คณะวิิทยาศาสตร์์
	 เทคนิิคป่่าไม้้ตัดัสินใจ (Random forest) เป็็นอััลกอริิทึมึที่่� 
มีีลักษณะคล้า้ยเทคนิคิต้น้ไม้ต้ัดัสินใจ แต่จ่ะสุ่่�มข้อ้มูลู (Instance) 
ไปสร้า้งเป็็นต้น้ไม้ห้ลาย ๆ  ต้น้ แต่ล่ะต้น้เรีียกว่า่เซตย่อ่ย (Subset) 
เหมืือนป่่าที่่�มีีต้นไม้้จํํานวนมาก ๆ ซึ่่�งแต่่ละต้้นจะมีีรูปแบบสุ่่�ม
ไม่่เหมืือนกััน โดยในขั้้�นตอนการใช้้งานทํํานาย แต่่ละต้้นก็็ทํํา
การทํํานายแล้้วเลืือกผลที่่�ได้้จากการโหวตที่่�มากที่่�สุุดมาเป็็น
ผลลัพัธ์ ์(Saraubon, 2020, p. 452) โดยได้ม้ีีการวิจิัยัหลายงาน 
ได้น้ำเทคนิคิป่า่ไม้้ตัดัสินิใจ มาใช้เ้ป็น็เทคนิคิในการทำนาย อาทิิ 

Behr et al. (2020) ใช้้ในการทำนายล่่วงหน้้าของการออกจาก
มหาวิิทยาลัยักลางคันั Dien et al. (2021) ใช้เ้ทคนิคิป่า่ไม้ต้ัดัสินิใจ 
ในการทำนายประสิิทธิิภาพของนัักศึกึษามหาวิิทยาลััยสหสาขา
วิชิาชีีพ และ Beaulac and Rosenthal (2019) ใช้เ้ทคนิคิป่า่ไม้ ้
ตัดัสินิใจในการทำนายความสำเร็จ็ทางวิชิาการและวิชิาเอกของ
นัักศึึกษามหาวิิทยาลััย
	 จากนั้้�นนำแบบจำลองที่่�สร้้างโดยอััลกอริิทึึมทั้้�ง 3 แบบ
มาวััดประสิิทธิิภาพแบบจำลองด้้วยการหาค่่าความถูกต้้อง 
(Accuracy) ซึ่่�งเป็็นการตรวจสอบว่่าผลลััพธ์์ที่่�แบบจำลอง
ทำนายออกมา (Predicted value) มีีค่ ่าตรงกัับคํําตอบจริง 
(Actual value) คิ ดเป็็นสััดส่วนร้้อยละเท่่าใด  ซึ่่�งเป็็นตััววััดที่่�
นิิยมใช้้ในการจำแนกข้้อมููล (Pacharawongsakda, 2020, 
p. 112) และค่่าความคลาดเคล่ื่�อนของเคร่ื่�องมืือวััด (Root mean 
square error: RMSE) เป็็นการคํํานวณค่่าความคลาดเคลื่่�อน
ของเครื่่�องมืือวัดั เป็น็การหาค่่าความผิดิพลาดหรืือความแตกต่่าง 
โดยเฉลี่่�ยระหว่่างข้้อมููลจริิงกัับผลการทํํานาย (Bancha, 2021, 
p. 129) จากนั้้�นนำอัลักอริทิึมึที่่�มีีประสิทิธิภิาพดีีที่่�สุดุไปเพื่่�อพัฒันา 
เว็็บแอปพลิิเคชัันที่่�ใช้้ในการทำนายโอกาสการได้้ขึ้้�นชั้้�นปีีที่่� 2 
ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์

	 วััตถุุประสงค์์การวิิจััย (Objectives)
	 1.	เพื่่�อสร้้างแบบจำลองทำนายโอกาสการได้้ขึ้้�นชั้้�นปีี 2 
ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์
	 2.	เพื่่�อพััฒนาเว็็บแอปพลิิเคชัันทำนายโอกาสการได้้ขึ้้�น
ชั้้�นปีี 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์

	 กรอบแนวคิิดการวิิจััย (Conceptual framework)
Figure 1
Conceptual Framework
กรอบแนวคิิดการวิิจััย

แบบจำลองที่่�ใช้้การทำนายโอกาสที่่�มีีประสิิทธิิภาพดีีที่่�สุุด

เว็็บแอปพลิิเคชัันทำนายโอกาสการได้้ขึ้้�นชั้้�นปีีที่่� 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์

ผลประเมิินความพึึงพอใจเว็็บแอปพลิิเคชัันทำนายโอกาสการได้้ขึ้้�นชั้้�นปีีที่่� 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์

ข้้อมููล (Data)

ข้้อมููลนัักศึึกษาสาขาวิิชาวิิทยาการคอมพิิวเตอร์ ์
ชั้้�นปีีที่่� 1-4 ที่่�ใช้้หลัักสููตรวิิทยาการคอมพิิวเตอร์์ 

หลัักสููตรปรัับปรุุง 2561
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	 นำข้้อมููลนัักศึึกษาสาขาวิิชาวิิทยาการคอมพิวเตอร์์ 
ชั้้�นปีีที่่� 1-4 ที่่ �ใช้้หลัักสููตรวิิทยาการคอมพิวเตอร์์ หลัักสููตร
ปรับัปรุงุ 2561 และทฤษฎีีที่่�เกี่่�ยวข้้อง ได้แ้ก่ ่วิทิยาศาสตร์ข์้อ้มูลู 
การทำข้้อมููลให้้สมดุล และการเรีียนรู้้�ของเครื่่�อง ม าใช้้ในการ
สร้้างแบบจำลองที่่�ใช้้การทํํานายโอกาสที่่�มีีประสิิทธิิภาพดีีที่่�สุุด 
จากนั้้�นเมื่่�อได้้แบบจำลองที่่�ดีีที่่�สุุดแล้้ว  นำแบบจำลองและ
แนวทางทฤษฎีีเว็็บแอปพลิิเคชัันมาพััฒนาเว็็บแอปพลิิเคชััน
ทำนายโอกาสการได้้ขึ้้�นชั้้�นปีีที่่� 2 ของนัักศีีกษาชั้้�นปีีที่่� 1 สาขา

วิิชาวิิทยาการคอมพิิวเตอร์์ เพื่่�อใช้้ในการทำนาย และขั้้�นตอน
สุุดท้้ายนำไปศึึกษาความพึึงพอใจผู้้�ใช้้ที่่�มีีต่่อเว็็บแอปพลิิเคชััน
ทำนายโอกาสการได้้ขึ้้�นชั้้�นปีีที่่� 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 สาขา
วิิชาวิิทยาการคอมพิิวเตอร์์

	 วิิธีีดำำ�เนิินการวิิจััย (Methodology)
	 ผู้้�วิิจััยดำเนิินการวิิจััย มีีขั้้ �นตอนวิิธีีในการดำเนิินการวิิจััย
ดััง Figure 2

Figure 2
Methodology
วิิธีีดำเนิินการวิิจััย

การทำความเข้้าใจปััญหา

การทำความเข้้าใจข้้อมููล

ประเมิินแบบจำลอง

ทฤษฎีีที่่�เกี่่�ยวข้้อง

	 ทำความสะอาดข้้อมููล	 ทำข้้อมููลให้้สมดุุล	 การคััดเลืือกคุุณลัักษณะ 
	 	 	 สำหรัับทำนาย

สร้้างแบบจำลอง

	 แบ่่งข้้อมููลสำหรัับ Train และ Test แบบจำลอง	 สร้้างแบบจำลอง

การนำไปใช้้

	 นำแบบจำลองที่่�มีีประสิิทธิิภาพสููงสุุด	 ประเมิินความพึึงพอใจเว็็บแอปพลิิเคชััน 
	 พััฒนาเว็็บแอปพลิิเคชััน	 ทำนายโอกาส 
	 สำหรัับทำนายโอกาสการได้้ขึ้้�นชั้้�นปีีที่่� 2	 การได้้ขึ้้�นชั้้�นปีีที่่� 2 ของนัักศึึกษาชั้้�นปีีที่่� 1 
	 ของนัักศึึกษาชั้้�นปีีที่่� 1	 สาขาวิิชาวิิทยาการคอมพิิวเตอร์์

	 วิิธีีดำเนิินการวิิจััยดำเนิินการตามขั้้�นตอน CRISP-DM 
process (Pacharawongsakda, 2020) โดยมีีรายละเอีียด 
การดำเนิินการดัังนี้้� 
	 1.	การทำความเข้้าใจปััญหา (Business under-
standing) เป็็นขั้้�นตอนการทำความเข้้าใจปััญหา โดยขั้้�นตอน
นี้้�ผู้้�วิิจััยได้้ศึึกษาปััญหาจากผู้้�ที่่�เกี่่�ยวข้้อง ได้้แก่่ นั ักศึึกษา และ
อาจารย์์ประจำสาขาวิิชาวิิทยาการคอมพิิวเตอร์์
	 2.	การทำความเข้า้ใจข้อ้มููล (Data understanding) 
ผู้้�วิิจััยเก็็บรวบรวมข้้อมููลโดยการใช้้แบบสอบถาม  โดยเลืือก

เฉพาะนัักศึึกษาสาขาวิิชาวิิทยาการคอมพิิวเตอร์์ชั้้�นปีีที่่� 1-4 ที่่�
ใช้้หลัักสููตรวิิทยาการคอมพิวเตอร์์ หลัักสููตรปรับปรุง 2561 
และรวบรวมข้้อมููลจากสำนัักส่่งเสริิมวิิชาการและงานทะเบีียน
ของมหาวิิทยาลััยราชภััฏบุุรีีรััมย์์ เพ่ื่�อจะได้้นำข้้อมููลมาใช้้ 
ในการสร้้างแบบจำลอง โดยมีีประชากรและกลุ่่�มตััวอย่่าง ดัังนี้้�
	 	 2.1	ประชากร ได้้แก่่ นั กศึึกษาสาขาวิิชาวิิทยาการ
คอมพิิวเตอร์์ช้ั้�นปีีที่่� 1-4 ที่่ �ใช้้หลัักสููตรวิิทยาการคอมพิิวเตอร์์ 
หลัักสููตรปรัับปรุุง 2561 จำนวน 170 คน
	 	 2.2	กลุ่่�มตััวอย่่าง ได้้แก่่ นัักศึึกษาสาขาวิิชาวิิทยาการ
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คอมพิิวเตอร์์ชั้้�นปีีที่่� 1-4 ที่่ �ใช้้หลัักสููตรวิิทยาการคอมพิิวเตอร์์ 
หลัักสููตรปรับปรุง 2561 โดยทำการเลืือกกลุ่่�มตัวอย่่างแบบ
เจาะจง (Purposive sampling) จำนวน 125 คน
	 3.	การเตรีียมข้้อมููล (Data preparation) แบ่่งราย
ละเอีียดขั้้�นตอนการดำเนิินงาน ได้้ดัังนี้้�
	 	 3.1	ทำความสะอาดข้อ้มูลู (Data cleaning) ด้ว้ยการ
ตรวจสอบความถููกต้้องของข้้อมููล เติิมข้้อมููลที่่�ขาดให้้สมบููรณ์์ 
และแปลงข้้อมููลให้้อยู่่�ในรููปแบบที่่�สามารถนำไปใช้้ในการสร้้าง
แบบจำลองได้้ 
	 	 3.2	ทำข้้อมููลให้้สมดุุล (Class data balancing) 
เนื่่�องจากกลุ่่�มข้้อมููลผู้้�ไม่ไ่ด้ข้ึ้้�นช้ั้�นปีทีี่่� 2 สำหรับัสร้า้งแบบจำลอง
มีีจำนวนแตกต่่างจากกลุ่่�มข้อ้มูลูผู้้�ได้ข้ึ้้�นช้ั้�นปีทีี่่� 2 เป็น็จำนวนมาก 
ผู้้�วิิจััยจึึงได้้ทำการทำข้้อมููลให้้สมดุุลแบบ SMOTE ซึ่่�งเป็็นวิิธีีที่่�
มีีประสิิทธิิภาพในการเพิ่่�มข้้อมููลวิิธีีหนึ่่�ง (Ishaq et al., 2021; 
Elreedy & Atiya, 2019; Akarachantachote & Panitsupa-
kamol, 2019) โดยในการทำข้้อมููลสมดุลจะใช้้การสุ่่�มชื่�อว่่า 
การสุ่่�มตัวัอย่า่งเพิ่่�ม (Over-sampling) กลุ่่�มส่ว่นน้อ้ย วิธิีี SMOTE 
คำนวณดัังนี้้�
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				    u	 แทน ค่่าสุ่่�มที่่�อยู่่�ระหว่่าง 0 – 1
	 	 3.3	การคััดเลืือกคุุณลัักษณะสำหรัับทำนาย (Feature 
selection) การคััดเลืือกคุุณลัักษณะสำหรัับทำนายมีีการเลืือก 
2 ขั้้�นตอน คืือ 1) เลืือกคุุณลัักษณะจากการตั้้�งสมมติิฐานและ 
จากการศึึกษางานวิิจััยที่่�เกี่่�ยวข้้อง และ 2) เลืือกจากการใช้้
เทคนิิคต้้นไม้้ตััดสิินใจ (Decision tree)
	 4.	สร้้างแบบจำลอง (Modeling) แบ่่งรายละเอีียด 
ขั้้�นตอนการดำเนิินงาน ได้้ดัังนี้้�
	 	 4.1	แบ่่งข้้อมููลสำหรัับสอนแบบจำลองและทดสอบ
แบบจำลอง (Spilt data for train and test model) โดยใช้้ 
อััตราส่่วนการแบ่่ง 80 :20 ได้้แก่่ จ ำนวน 80% มาสร้้างแบบ
จำลองทำนายโอกาสที่่�นัักศึึกษาช้ั้�นปีีที่่� 1 จ ะได้้ขึ้้�นช้ั้�นปีีที่่� 2 
และข้้อมููลจำนวน 20% ที่่�เหลืือใช้้การวััดค่่าความถููกต้้องของ
แบบจำลอง
	 	 4.2	สร้า้งแบบจำลอง (Model building) ในงานวิิจัยันี้้� 
ได้้ใช้้อััลกอริิทึึมในการสร้้างแบบจำลองสำหรัับทำนาย ได้้แก่่ 
เทคนิคิการวิิเคราะห์ก์ารถดถอยโลจีีสติกิ เทคนิคิต้น้ไม้ต้ัดัสินิใจ 
และเทคนิิคป่่าไม้้ตััดสิินใจ โดยจะมีีการคััดเลืือกแบบจำลองที่่�มีี
ประสิิทธิิภาพสููงสุุดที่่�จะใช้้ในการทำนายโอกาสได้้ขึ้้�นชั้้�นปีีที่่� 2 
ของนัักศึึกษา ข้้อมููลทำนายผลจะเป็็นสถานะของนัักศึึกษา 
(ผ่่าน/ไม่่ผ่่าน)

	 5.	การประเมิิน (Evaluation) วั ดประสิิทธิิภาพแบบ
จำลองด้ว้ยการหาค่่าความถูกต้อ้งและค่่าความคลาดเคล่ื่�อนของ
เครื่่�องมืือวััด
	 6.	การนำไปใช้้ (Deployment) นำแบบจำลองที่่�มีี 
ค่า่ความถูกต้อ้งสูงูสุดุมาพัฒันาในรูปูแบบเว็บ็แอปพลิเคชัันที่่�ใช้้
ในการทำนายโอกาสได้้ขึ้้�นชั้้�นปีี 2 ของนัักศึึกษา และประเมิิน
ความพึงพอใจผู้้�ใช้้ โดยใช้้สถิิติิ ได้้แก่่ ค่ าเฉลี่่�ยและส่่วนเบี่่�ยง
เบนมาตรฐาน จ ากนั้้�นนำผลที่่�ได้้เทีียบกัับเกณฑ์์การประเมิิน 
(Srisa-ard, 2013) ดัังนี้้�
	 	 ค่่าเฉลี่่�ย 4.51-5.00	 หมายความว่่า	 ระดัับมากที่่�สุุด
	 	 ค่่าเฉลี่่�ย 3.51-4.50	 หมายความว่่า	 ระดัับมาก
	 	 ค่่าเฉลี่่�ย 2.51-3.50	 หมายความว่่า	 ระดัับปานกลาง
	 	 ค่่าเฉลี่่�ย 1.51-2.50	 หมายความว่่า	 ระดัับน้้อย
	 	 ค่่าเฉลี่่�ย 1.00-1.50	 หมายความว่่า	 ระดัับน้้อยที่่�สุุด

	 ผลการวิิจััย (Results)
	 โดยมีีรายละเอีียดการดำเนิินการ ดัังนี้้�
	 1.	ผลการทำความเข้้าใจปััญหา
	 	 ผลจากการทำความเข้า้ใจปัญัหา โดยการเก็บ็รวบรวม
ข้้อมููลจากการสััมภาษณ์์นัักศึึกษาและคณาจารย์์ สาขาวิิชา
วิิทยาการคอมพิวเตอร์์ พ บว่่า สาเหตุุที่่�นัักศึึกษาสาขาวิิชา
วิิทยาการคอมพิิวเตอร์์ช้ั้�นปีีที่่� 1 ต้ องออกจากมหาวิิทยาลััย 
ไม่่ได้้ขึ้้�นชั้้�นปีีที่่� 2 ได้้แก่่ เกรดไม่่ถึึงทำให้้ถููกให้้ออก หรืือลาออก 
ซึ่่�งมาจากสาเหตุุหลายประการ โดยสาเหตุุที่่�พบมากที่่�สุุด คืื อ 
ไม่ส่ามารถปรับตัวัจากการเรีียนระดัับมัธัยมศึกึษาเข้า้สู่่�การเรีียน
ระดัับอุุดมศึึกษาได้้ และค้้นพบว่่าไม่่ใช่่สาขาที่่�ตนถนััด
	 2.	ผลการทำความเข้้าใจข้้อมููล
	 	 ผู้้�วิิจััยเก็็บรวบรวมข้้อมููล โดยการใช้้แบบสอบถาม 
โดยเลืือกเฉพาะนัักศึึกษาสาขาวิิชาวิิทยาการคอมพิวเตอร์์ 
ชั้้�นปีีที่่� 1-4 ที่่ �ใช้้หลัักสููตรวิิทยาการคอมพิวเตอร์์ หลัักสููตร
ปรัับปรุุง 2561 ซึ่่�งมีีจำนวน 125 คน และรวบรวมข้้อมููล
จากสำนัักส่่งเสริิมวิิชาการและงานทะเบีียนของมหาวิิทยาลััย
ราชภััฏบุุรีีรััมย์์ เพื่่�อจะนำข้้อมููลมาใช้้ในการสร้้างแบบจำลอง 
โดยข้อ้มูลูที่่�เก็บ็รวบรวมประกอบด้ว้ย 1) รหัสันักัศึกึษา 2) ชั้้�นปีี 
3) สถาบัันที่่�จบการศึึกษา 4) แผนการเรีียน 5) ผลการเรีียน 
ตลอดหลัักสููตรที่่�ใช้้สมััครเข้้าเรีียนตอนปีี 1 6) ผลการเรีียนกลุ่่�ม
รายวิิชาคณิิตศาสตร์์ 7) ผลการเรีียนกลุ่่�มรายวิิชาวิิทยาศาสตร์ ์
8) ผลการเรีียนกลุ่่�มรายวิิชาภาษาต่่างประเทศ  9) รอบที่่�มา
สมััครเรีียนสาขาวิิทยาการคอมพิวเตอร์์ 10) เกรดในช้ั้�นปีีที่่� 1 
ภาคการศึึกษาที่่� 1 11) เคยแข่่งทัักษะด้้านคอมพิวเตอร์์ไหม 
12) เคยอบรมเกี่่�ยวกับคอมพิิวเตอร์์ไหม  13) เคยเรีียนเขีียน
โปรแกรมไหม  14) เคยอบรมเขีียนโปแกรมไหม  15) มีีทั กษะ
ด้้านอื่่�น ๆ ไหม  16) สนใจอยากพััฒนาทัักษะด้้านใดเพิ่่�ม 
17) รายได้้ของครอบครััวต่่อเดืือน 18) สถานภาพครอบครััว 
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19) รู้้� จัักสาขาวิิชาวิิทยาการคอมพิวเตอร์์จากช่่องทางใด  และ 
20) ทำไมถึึงเลืือกเรีียนสาขานี้้�
	 3.	ผลการเตรีียมข้้อมููล
	 	 3.1	ผลการทำความสะอาดข้้อมููล ทำความสะอาด
ข้้อมููลด้้วยการตรวจสอบความถูกต้้องของข้้อมููล ได้้แก่่ ข้้อมููล
เกรดเฉลี่่�ยรวมระดัับมััธยมตอนปลาย และเกรดในช้ั้�นปีีที่่� 1 
ภาคการศึึกษาที่่� 1 โดยเทีียบกัับข้้อมููลเกรดที่่�ได้้จากสำนััก 
ส่่งเสริิมวิิชาการและงานทะเบีียนของมหาวิิทยาลััยราชภััฏ

บุุรีีรััมย์์ เติิมข้้อมููลที่่�ขาดให้้สมบููรณ์์ และแปลงข้้อมููลให้้อยู่่�ใน
รูปูแบบที่่�สามารถนำไปสร้า้งแบบจำลองได้ ้ด้ว้ยการใช้ ้python 
library ได้้แก่่ pandas และ NumPy 
	 	 3.2	ผลการทำข้้อมููลให้้สมดุุล ในการทำนายที่่�มีีความ
ถูกูต้้องนั้้�นข้อ้มูลูส่่วนของคลาสที่่�ต้อ้งการต้้องมีีจำนวนใกล้้เคีียง 
หรืือเท่่ากััน เพื่่�อให้้มีีความถูกต้้องของแบบจำลองที่่�ใช้้ใน 
การทำนายมากที่่�สุุด ผู้้� วิิจััยจึึงได้้ทำการทำข้้อมููลให้้สมดุล 
โดยได้้ผลการทำข้้อมููลสมดุุลดััง Table 1

Table 1
The Number of Data Before Data Balancing and the Number of Data After Data Balancing
จำนวนข้้อมููลก่่อนทำสมดุุลข้้อมููล และจำนวนข้้อมููลหลัังทำสมดุุลข้้อมููล

คลาส

จำนวนข้้อมููล

ข้้อมููลที่่�ยัังไม่่ทำสมดุุลข้้อมููล 
(Imbalanced data)

ข้้อมููลหลัังจากทำสมดุุลข้้อมููล 
(Balanced data)

ผ่่าน 119 คน 119 คน

ไม่่ผ่่าน 6 คน 119 คน

รวม 125 คน 238 คน

	 	 3.3	ผลการคััดเลืือกคุุณลัักษณะสำหรัับทำนาย 
ผลคุุณลัักษณะที่่�ใช้้ในการสร้้างแบบจำลอง ได้้แก่่ ข้้อมููลเกรด
เฉลี่่�ยรวมในระดับัมัธัยมตอนปลาย แผนการเรีียน ขนาดโรงเรีียน 
สถานะครอบครัวั ประสบการณ์เ์ขีียนโปรแกรม และข้้อมูลูอื่่�น ๆ  
มาพิิจารณาสำหรัับการได้้ขึ้้�นชั้้�นปีีที่่� 2 สาขาวิิชาวิิทยาการ

คอมพิวเตอร์์ และใช้้ข้้อมููลในการสร้้างแบบจำลองด้้วยเทคนิิค
ต้้นไม้้ตััดสิินใจได้้ผลดััง Figure 3
	 	 	 โดยใช้้ค่่าความสำคััญจากเทคนิิคต้้นไม้้ตััดสิินใจ 
ที่่�มีีผลดััง Figure 3 ในการเลืือกคุุณลัักษณะที่่�ใช้้ในการทำนาย
ได้้ผลดััง Table 2

Table 2
Table of Importance Values of Features Influencing Data Prediction From Decision Tree Technique
ตารางค่่าความสำคััญของคุุณลัักษณะที่่�มีีผลในการทำนายข้้อมููลจากเทคนิิคต้้นไม้้ตััดสิินใจ

คุุณลัักษณะ 
(Feature)

ค่่าความสำคััญ 
(Importance values of features)

เคยเขีียนโปรแกรมหรืือไม่่ 0.358205

แผนการเรีียน 0.254090

เกรดเฉลี่่�ยรวมในชั้้�นมััธยม 0.234765

สถานะครอบครััว  0.056416

ขนาดโรงเรีียน 0.047389

รายได้้ของครอบครััวต่่อเดืือน 0.018495

เคยอบรมเขีียนโปรแกรมหรืือไม่่   0.017552

รอบที่่�สมััครเรีียน 0.013089
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Figure 3
Model Created Using Decision Tree Technique
แบบจำลองที่่�สร้้างด้้วยเทคนิิคต้้นไม้้ตััดสิินใจ

	 	 จาก Table 2 จึ งได้้คุุณลัักษณะที่่�จะนำไปใช้้ในการ
สร้้างแบบจำลอง ได้้แก่่   เคยเขีียนโปรแกรมหรืือไม่่ แผนการ
เรีียนและเกรดเฉลี่่�ยรวมในระดัับมััธยมตอนปลาย เนื่่�องจากมีี
ค่่าความสำคััญสููง คืือ 0.358205, 0.254090 และ 0.234765 
ตามลำดัับ
	 4.	ผลการสร้้างแบบจำลอง
	 	 4.1	ผลการแบ่่งข้้อมููลสำหรัับสอนแบบจำลองและ
ทดสอบแบบจำลอง แบ่่งข้้อมููลสำหรัับสอนแบบจำลองและ
ทดสอบแบบจำลองโดยใช้้อััตราส่่วนการแบ่่ง 80 : 20 ได้้แก่่ 
จำนวน 80% ม าสร้้างแบบจำลองทำนายโอกาสที่่�นัักศึึกษา 
ชั้้�นปีีที่่� 1 จะได้้ขึ้้�นชั้้�นปีีที่่� 2 และข้้อมููลจำนวน 20% ที่่�เหลืือใช้้
การวััดค่่าความถููกต้้องของแบบจำลอง
	 	 4.2	ผลการสร้้างแบบจำลอง ในงานวิิจััยน้ี้�ได้้ใช้ ้
อัลักอริิทึมึในการสร้้างแบบจำลองสำหรัับทำนาย ได้แ้ก่่ เทคนิิค
การวิิเคราะห์์การถดถอยโลจีีสติิก เทคนิิคต้้นไม้้ตััดสินใจ  และ
เทคนิิคป่่าไม้้ตัดัสินใจ ซึ่่�งข้อ้มูลูที่่�นำเข้า้ฝึกึสอนและทดสอบจะมีี 

3 คุุณลัักษณะ ได้้แก่่ เคยเขีียนโปรแกรมหรืือไม่่ แผนการเรีียน
และเกรดเฉลี่่�ยรวมในช้ั้�นมััธยม ส่ ่วนข้้อมููลทำนายผลจะเป็็น 
สถานะของนัักศึึกษา (ผ่่าน/ไม่่ผ่่าน) โดยเรีียกใช้้อััลกอริิทึึม 
ทั้้�ง 3 แบบจาก library Scikit-learn และใช้้ Google Colab 
เป็็นเครื่่�องมืือในการสร้้างแบบจำลอง
	 5.	ผลการวััดประสิิทธิิภาพแบบจำลอง 
	 	 วััดประสิิทธิิภาพแบบจำลองด้้วยการหาค่่าความ 
ถููกต้้องและค่่าความคลาดเคลื่่�อนของเครื่่�องมืือวััด  หลัังจาก
ที่่�แบ่่งข้้อมููลออกเป็็น 2 ส่ วนและใช้้แบบจำลองที่่�สร้้างได้้จาก
ข้้อมููลจำนวน 80% ม าทำนายโอกาสที่่�นัักศึึกษาช้ั้�นปีีที่่� 1 
จะได้้ขึ้้�นชั้้�นปีีที่่� 2 ข้้อมููลจำนวน 20% ที่่ �เหลืือใช้้การวััดค่่า
ความถููกต้้อง จ ากการนำข้้อมููลนัักศึึกษาสาขาวิิชาวิิทยาการ
คอมพิิวเตอร์์จำนวน 125 คน ไปทดสอบกัับแบบจำลองทำนาย 
3 แบบ คืื อ เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก เทคนิิค
ต้้นไม้้ตััดสิินใจ  และเทคนิิคป่่าไม้้ตััดสิินใจ  ผลการทดสอบค่่า
ความถููกต้้องของแบบจำลองทำนาย พบว่่า แบบจำลองทำนาย
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ที่่�ใช้้เทคนิิคการวิิเคราะห์ก์ารถดถอยโลจีีสติิก มีีค่่าความถูกูต้อ้ง
ในการทำนายที่่�สูงูสุุด ตามด้ว้ยเทคนิคิป่า่ไม้ต้ัดัสินิใจ และเทคนิคิ
ต้้นไม้้ตััดสิินใจ ที่่�ร้้อยละ 97.91, 95.83 และ 93.75 ตามลำดัับ  
และได้้ทำการเปรีียบเทีียบค่่าความคลาดเคล่ื่�อนของเคร่ื่�องมืือวััด 

พบว่่า เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิกมีีค่่าน้้อยสุุด 
ตามด้ว้ยเทคนิิคป่า่ไม้ต้ัดัสินิใจ และเทคนิคิต้น้ไม้ต้ัดัสินิใจเท่า่กับั 
0.14, 0.20 และ 0.25 ตามลำดัับ โดยแสดงในรููปแบบแผนภููมิิ
ได้้ดััง Figure 4

Figure 4
Comparison of Prediction Accuracy Values From Models Created by Different Algorithms
เปรีียบเทีียบค่่าความถููกต้้องการทำนายข้้อมููลของแบบจำลองแต่่ละอััลกอริิทึึม

	 	 ทำการเปรีียบเทีียบค่่าความคลาดเคลื่่�อนของ 
เครื่่�องมืือวััด พ บว่่า เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก 
มีีค่่าน้้อยสุุด  ตามด้้วยเทคนิิคป่่าไม้้ตััดสินใจ  และเทคนิิคต้้นไม้้

ตััดสิินใจ เท่่ากัับ 0.14, 0.24 และ 0.25 ตามลำดัับ โดยแสดง
ในรููปแบบแผนภููมิิได้้ดััง Figure 5

Figure 5
Comparison of tool measurement errors from models created by different algorithms
เปรีียบเทีียบค่่าความคลาดเคลื่่�อนของเครื่่�องมืือวััดแบบจำลองแต่่ละอััลกอริิทึึม
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	 	 จากข้้างต้้นการเปรีียบเทีียบประสิิทธิิภาพของ 
ตััวทำนาย ทั้้ �ง 3 แบบ ด้้วยการใช้้ข้้อมููลนัักศึึกษาสาขาวิิชา
วิิทยาการคอมพิิวเตอร์์พบว่่าแบบจำลองที่่�ให้้ค่่าความถููกต้้อง 
สููงที่่�สุุด คืื อ เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิกด้้วย 
ค่่าความถููกต้้อง 97.91% และค่่าความคลาดเคลื่่�อนของ 
เคร่ื่�องมืือวััดเท่่ากัับ 0.14 ซึ่่�งเป็็นค่่าที่่�น้้อยที่่�สุุด  เมื่่�อเปรีียบ
เทีียบกัับอััลกอริิทึึมอื่่�น ๆ  รองลงมาตามลำดัับ คืือ เทคนิิคต้้นไม้ ้
ตัดัสินิใจด้้วยค่่าความถูกต้อ้ง 95.83% และค่่าความคลาดเคล่ื่�อน
ของเครื่่�องมืือวััดเท่่ากัับ 0.25 และเทคนิิคป่่าไม้้ตััดสิินใจด้้วย 
ค่า่ ความถูกต้อ้ง 93.75% ค่า่ความคลาดเคลื่่�อนของเครื่่�องมืือวัดั 
เท่่ากัับ 0.20

	 	 ดัังนั้้�น เมื่่�อพิิจารณาค่่าความถููกต้้องจากชุุดข้้อมููล
เดีียวกัันแล้้วและค่่าทั้้�ง 2 ค่ ่าแล้้วที่่�มีีค่่าความถููกต้้องสููงสุุด 
และค่า่ความคลาดเคลื่่�อนของเครื่่�องมืือวัดัมีีค่า่น้อ้ยที่่�สุดุ พบว่า่ 
อััลกอริิทึึมผู้้� วิิจััยเลืือกที่่�จะนำมาประยุุกต์์ใช้้ในการพััฒนา 
เว็็บแอปพลิิเคชัันการทำนายข้้อมููลโอกาสที่่�นัักศึึกษาช้ั้�นปีีที่่� 1 
จะได้้ขึ้้�นชั้้�นปีีที่่� 2 คืือ เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก 
ค่่าจากการวััดประสิิทธิิภาพ ได้้แก่่ ค่่าความถููกต้้อง ที่่� 97.91% 
และค่่าความคลาดเคลื่่�อนของเครื่่�องมืือวััด เท่่ากัับ 0.25
	 6.	การนำไปใช้้ 
	 	 ผลการพััฒนาเว็็บแอปพลิิเคชัันที่่�ใช้้ในการทำนายได้้
เว็็บแอปพลิิเคชัันที่่�ใช้้ในการทำนายดััง Figure 6-7

Figure 6
Screen for Selecting the Student Cohort to Predict Data
หน้้าจอเลืือกรุ่่�นนัักศึึกษาที่่�จะทำนายข้้อมููล

	 	 Figure 6 หน้้าจอเลืือกรุ่่�นนัักศึึกษาที่่�จะทำนาย
ข้้อมููล ในส่่วนนี้้�จะมีีการกรอกค้้นหาเลืือกรุ่่�นของนัักศึึกษามา 

เพื่่�อทำนายข้้อมููลโอกาสที่่�นัักศึึกษาชั้้�นปีีที่่� 1 จะได้้ขึ้้�นชั้้�นปีีที่่� 2
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Figure 7
Screen Displaying Student Data Before Prediction
หน้้าจอแสดงข้้อมููลนัักศึึกษาก่่อนทำนาย

	 	 Figure 7 หน้้าจอแสดงข้้อมููลนัักศึึกษาก่่อนทำนาย 
ในส่่วนนี้้�จะแสดงข้้อมููลนัักศึึกษาแต่่ละคนก่่อนกดปุ่่�มทำนาย

โอกาสที่่�นัักศึึกษาชั้้�นปีีที่่� 1 จะได้้ขึ้้�นชั้้�นปีีที่่� 2

Figure 8
Screen Displaying Prediction Results Prediction Results Display Screen
หน้้าจอแสดงผลการทำนาย
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	 	 Figure 8 หน้า้จอแสดงผลการทำนายในส่ว่นน้ี้�จะแสดง
ผลการทำนายโอกาสที่่�นัักศึึกษาชั้้�นปีีที่่� 1 จะได้้ขึ้้�นชั้้�นปีีที่่� 2

	 	 จากนั้้�นนำเว็็บแอปพลิเคชัันที่่�ใช้้ในการทำนายข้้อมููล
โอกาสที่่�นัักศึึกษาชั้้�นปีีที่่� 1 จ ะได้้ขึ้้�นชั้้�นปีีที่่� 2 ป ระเมิินความ 
พึึงพอใจโดยผู้้�ใช้้ ได้้แก่่ อาจารย์์ในสาขาวิิชาวิิทยาการ
คอมพิิวเตอร์์ จำนวน 3 ท่่าน ได้้ผลดััง Table 3-4

Table 3
Analysis Results of User Satisfaction Towards System Performance and Data Security Maintenance in the System
ผลการวิิเคราะห์์ความพึึงพอใจของผู้้�ใช้้ที่่�มีีต่่อด้้านการทำงานของระบบและด้้านการรัักษาความปลอดภััยของข้้อมููลในระบบ

รายการ M SD แปลผล

ด้้านการทำงานของระบบ

	 ความรวดเร็็วในการประมวลผลของระบบ 5.00 0.00 มากที่่�สุุด

	 ความถููกต้้องของผลลััพธ์์การทำนาย 4.40 0.82 มาก

	 ความถููกต้้องในการจััดการข้้อมููลนำเข้้า 4.50 0.70 มาก

	 ความง่่ายต่่อการใช้้งาน 4.10 0.90 มาก

โดยรวม 4.50 0.61 มาก

ด้้านการรัักษาความปลอดภััยของข้้อมููลในระบบ

	 การกำหนดรหััสผู้้�ใช้้ และรหััสผ่่านในการตรวจสอบผู้้�ใช้้ระบบ 4.60 0.50 มากที่่�สุุด

	 การตรวจสอบสิิทธิ์์�ก่่อนการใช้้งานของผู้้�ใช้้ระบบ 4.70 0.49 มากที่่�สุุด

	 การควบคุุมให้้ใช้้งานตามสิิทธิ์์�ผู้้�ใช้้ได้้อย่่างถููกต้้อง 4.70 0.49 มากที่่�สุุด

โดยรวม 4.67 0.49 มากที่่�สุุด

เฉลี่่�ยรวม 4.59 0.55 มากที่่�สุุด

	 	 Table 3 ผลการวิเิคราะห์ค์วามพึงึพอใจของผู้้�ใช้ท้ี่่�มีีต่อ่
ด้า้นการทำงานของระบบ พบว่่า ผู้้�ใช้ม้ีีความพึงพอใจระดัับมาก 
ข้้อที่่�มีีค่าเฉลี่่�ยคะแนนสููงสุุด คืื อ ความรวดเร็็วในการประมวล
ผลของระบบ ความพึึงพอใจของผู้้�ใช้้ที่่�มีีต่่อด้้านการรัักษาความ
ปลอดภััยของข้้อมููลในระบบ พบว่่า ผู้้� ใช้้มีีความพึึงพอใจระดัับ
มากที่่�สุุด ข้้อที่่�มีีค่่าเฉลี่่�ยคะแนนสููงสุุด คืือ การตรวจสอบสิิทธิ์์�
ก่อ่นการใช้ง้านของผู้้�ใช้ร้ะบบ และการควบคุมุให้้ใช้ง้านตามสิทิธิ์์�
ผู้้�ใช้้ได้้อย่่างถููกต้้อง
	 	 โดยสรุุปภาพรวมผลการวิิเคราะห์์ความพึงพอใจของ
ผู้้�ใช้้ที่่�มีีต่อเว็็บแอปพลิเคชัันที่่�ใช้้ในการทำนายข้้อมููลโอกาสที่่�
นักัศึกึษาชั้้�นปีีที่่� 1 จะได้ข้ึ้้�นชั้้�นปีทีี่่� 2 เฉลี่่�ยรวมทั้้�งด้า้นการทำงาน
ของระบบ และด้้านการรัักษาความปลอดภัยัของข้อ้มูลูในระบบ 
พบว่่า ผู้้� ใช้้มีีความพึึงพอใจระดัับมากที่่�สุุด มีีค่ ่าเฉลี่่�ยรวมอยู่่�ที่่� 
4.59 และค่่าเบี่่�ยงเบนมาตรฐานรวม 0.55

	 อภิิปรายผล (Discussions)
	 การเลืือกคุณุลักัษณะสำคัญัที่่�ใช้้ในการทำนายในงานวิจิัยัน้ี้� 
มาจากการพิิจารณาค่่าความสำคััญของคุุณลัักษณะที่่�ได้้จาก

เทคนิิคต้้นไม้้ตััดสิินใจ  โดยเลืือกคุุณลัักษณะที่่�มีีค่่าความสำคััญ 
3 อันดับัที่่�สูงูที่่�สุดุ โดยคุณุลักัษณะที่่�มีีค่า่ความสำคัญัอันัดับัหนึ่่�ง 
ได้้แก่่ เคยเขีียนโปรแกรมหรืือไม่่ มีีค่ ่าความสำคััญ 0.358205 
อัันดัับที่่�สอง แผนการเรีียน มีีค่่าความสำคััญ 0.254090 และ
อัันดัับสุุดท้้าย เกรดเฉลี่่�ยรวมระดัับชั้้�นมััธยมศึึกษาตอนปลาย 
มีีค่่าความสำคััญ คืือ 0.234765 โดยคุุณลัักษณะแผนการเรีียน 
และเกรดเฉลี่่�ยรวมระดัับชั้้�นมััธยมศึึกษาตอนปลายเป็็น
คุุณลัักษณะที่่�สอดคล้้องกัับงานวิิจััยของ Thaweechat et al. 
(2022, p. 1) ที่่�ได้้ศึึกษาเรื่่�อง ระบบทำนายการพ้้นสภาพของ
นัักศึึกษาระดัับปริิญญาตรีี  คณะวิิทยาศาสตร์์ ม หาวิิทยาลััย
ราชภััฏบุุรีีรััมย์์ ด้้วยเทคนิิคการทำเหมืืองข้้อมููล ผลการศึึกษา 
พบว่่า แบบจำลองการทำนายการพ้้นสภาพของนัักศึึกษามีี
ปััจจััยที่่�เกี่่�ยวข้้อง 2 ปััจจััย คืือ เกรดเฉลี่่�ยจากโรงเรีียนเดิิมและ
หลัักสููตรที่่�จบจากโรงเรีียนเดิมิ และสอดคล้อ้งกับั Chacha et al. 
(2019, p. 1) ที่่�ได้้ศึึกษาเรื่่�อง เทคนิิคการวิิเคราะห์์การถดถอย
โลจีีสติิกในการทำนายการออกกลางคัันของนัักศึึกษา พ บว่่า 
เกรดเฉลี่่�ยภาคการศึึกษาแรกเป็็นตััวแปรสำคััญในการทำนาย
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	 งานวิจิัยัน้ี้�ผู้้�วิจิัยัได้ส้ร้า้งแบบจำลองจากอัลักอริิทึมึ 3 แบบ 
ได้้แก่่ เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิก เทคนิิคป่่าไม้้
ตััดสินใจ  และเทคนิิคต้้นไม้้ตััดสินใจ  และนำมาเปรีียบเทีียบ
ประสิทิธิภิาพ ผลการวัดัประสิทิธิภิาพ พบว่า่ แบบจำลองทำนาย
ที่่�ใช้้เทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิกมีีประสิิทธิิภาพใน
การทำนายที่่�สููงสุุด ซึ่่�งสอดคล้้องกัับงานวิิจััย Wu et al. (2023, 
p. 1) พ บว่่า การใช้้อััลกอริิทึึมวิิเคราะห์์การถดถอยโลจีีสติิก 
มีีความน่าจะเป็็นที่่�จะช่่วยให้้การคััดเลืือกนัักเรีียนได้้อย่่างมีี
ประสิิทธิภิาพมากขึ้้�น และ Chacha et al. (2019, p. 330) ได้ใ้ช้้ 
เทคนิิคการวิเิคราะห์์การถดถอยโลจีีสติิกในการทำนายการออก
กลางคัันของนัักศึึกษาที่่�พบว่่าให้้ค่่าความถููกต้้องในระดัับสููง
	 สาเหตุุที่่�งานวิิจััยที่่�ผู้้�วิิจััยได้้นำเสนอนี้้� พบว่่า เทคนิิคการ
วิิเคราะห์์การถดถอยโลจีีสติิกมีีประสิิทธิิภาพมากที่่�สุุด เนื่่�องมา
จากเทคนิิคการวิิเคราะห์์การถดถอยโลจีีสติิกเหมาะกัับปััญหา
การจำแนกกลุ่่�มในการตััดสิินใจ  โดยเฉพาะการตััดสิินใจแบบ
ทวิิภาค (Binary decision) ซึ่่�งงานวิิจััยที่่�ผู้้�วิิจััยได้้นำเสนอนี้้�ก็็มีี 
ลัักษณะดัังกล่่าว คืือ การตััดสิินใจแบบทวิิภาคเป็็นการทำนาย 
ผ่า่นและไม่่ผ่า่น ซึ่่�งสอดคล้้องกัับทฤษฎีีเทคนิิคการวิเิคราะห์์การ
ถดถอยโลจีีสติกิที่่�กล่า่วว่า่ เป็น็อัลักอริทิึมึสําํหรับัการทําํนายผล
แบบการจํําแนกโดยข้้อมููลตััวอย่่างแต่่ละรายการจะมีีคอลััมน์์
ที่่�เป็็นผลลััพธ์์แบ่่งได้้เป็็น 2 กลุ่่�ม (Binary classes) (Bancha, 
2021. p. 152; Saraubon, 2020. p. 459)
	 ผลการวิิ เคราะห์์ความพึึงพอใจของผู้้� ใช้้ที่่�มีีต่่อเว็็บ
แอปพลิเิคชัันที่่�ใช้ใ้นการทำนายข้อ้มููลโอกาสที่่�นักัศึกึษาชั้้�นปีทีี่่� 1 
จะได้้ขึ้้�นชั้้�นปีีที่่� 2 พบว่่า ผู้้�ใช้้มีีความพึึงพอใจต่่อระดัับมากที่่�สุุด 
มีีค่่าเฉลี่่�ยรวมอยู่่�ที่่� 4.59 และค่่าเบี่่�ยงเบนมาตรฐานรวม 0.55 
เนื่่�องจากความง่ายต่่อการใช้้งานซ่ึ่�งสอดคล้้องกัับงานวิิจััยของ 
Rekha et al. (2021, p. 3770) ที่่�พบว่่า การพัฒันาเว็บ็แอปพลิเิคชันั 
ช่ว่ยให้ร้ะบบจัดัการขนส่ง่สาธารณะมีีประสิทิธิภิาพมากขึ้้�น และ
ใช้ง้านง่า่ยขึ้้�นสำหรับัประชาชนทั่่�วไป และ Clitan et al. (2021, 
p. 73) พ บว่่า เว็็บแอปพลิิเคชัันช่่วยทำให้้การตีีความข้้อมููล
จำนวนมากดููเข้้าใจง่่ายมากยิ่่�งขึ้้�น

	 ข้้อเสนอแนะ (Recommendations)
	 1.	ขั้้�นตอนการรวบรวมข้้อมููลเป็็นขั้้�นตอนที่่�สำคััญ 
เนื่่�องจากการสร้้างแบบจำลองที่่�มีีประสิิทธิิภาพส่่วนหนึ่่�งขึ้้�นอยู่่�
กับัข้้อมูลูที่่�ใช้ใ้นการสร้า้งแบบจำลอง สำหรับัการวิจิัยันี้้�การเก็บ็
รวบรวมข้้อมููลที่่�อาจพบปััญหาจากการเก็็บข้้อมููลนัักศึึกษาที่่� 
พ้น้สภาพไปแล้้ว ทำให้้การรวบรวมข้อ้มูลูค่่อนข้า้งยาก นอกจากน้ี้� 
ข้้อมููลที่่�เก็็บรวบรวมมาต้้องตรวจสอบความถูกต้้องอีีกครั้้�ง 
เพราะผู้้�ให้ข้้้อมููลอาจให้ข้้อ้มูลูที่่�ไม่ถู่กูต้อ้งโดยเฉพาะข้อ้มูลูสำคัญั 
เช่น่ เกรดเฉลี่่�ยระดัับมััธยมหรืือเกรดในช้ั้�นปีทีี่่� 1 ภาคการศึกึษาที่่� 1 
จึึงอาจแก้้ปััญหาด้้วยการนำข้้อมููลมาเปรีียบเทีียบจากแหล่่ง
ข้อ้มูลูที่่�น่า่เชื่่�อถืือ เช่น่ ข้้อมูลูจากสำนักัวิชิาการและงานทะเบีียน 

มหาวิิทยาลััยราชภััฏบุุรีีรััมย์์
	 2.	เนื่่�องจากในการวิิจััยนี้้�ใช้้ข้้อมููลเฉพาะนัักศึึกษาสาขา 
วิิชาวิิทยาการคอมพิิวเตอร์์ชั้้�นปีีที่่� 1-4 ที่่ �ใช้้หลัักสููตรวิิทยาการ
คอมพิิวเตอร์์ หลัักสููตรปรับปรุง 2561 จึ งอาจมีีจำนวนข้้อมููล
ค่อ่นข้า้งน้้อย ทำให้้ข้อ้มูลูสำหรัับใช้ใ้นการเรีียนรู้้�อาจไม่่เพีียงพอ 
ดังันั้้�น หากสามารถเพิ่่�มจำนวนข้อ้มูลูอาจช่วยเพิ่่�มประสิิทธิภิาพ
ในการทำนายของแบบจำลองให้้ดีียิ่่�งขึ้้�น
	ข้ ้อเสนอแนะในการทำวิิจััยครั้้�งต่่อไป
	 เนื่่�องจากงานวิิจััยนี้้�ใช้้อััลกอริิทึึม  3 แบบ ได้้แก่่ เทคนิิค
การวิิเคราะห์์การถดถอยโลจีีสติิก เทคนิิคป่่าไม้้ตััดสินใจ  และ
เทคนิิคต้้นไม้้ตััดสิินใจ แนวทางการพััฒนาระบบในอนาคตอาจ
ใช้เ้ทคนิคิการเรีียนรู้้�ของเครื่่�องอัลักอริทิึมึแบบอื่่�น ๆ  เพ่ื่�อเป็น็การ
พััฒนาแบบจำลองในการทำนายให้้มีีประสิิทธิิภาพที่่�สุุด
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