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Hll Abstract

The purposes of this research were: 1) to develop a model to predict the probability of first-year students in the
Computer Science program passing to the second year, and 2) to implement an application predicting the probability of
first-year students in the Computer Science program passing to the second year.

The data were collected using a questionnaire administered to first to fourth-year students in the Computer Science
program, totaling 125 individuals, at Buriram Rajabhat University. Data were also collected from the Office of Academic
Promotion and Registration of Buriram Rajabhat University. Imbalanced data were adjusted using SMOTE. The model was
created using three algorithmic techniques, including logistic regression, random forest, and decision tree. The Efficiency of
each algorithm was measured using accuracy and root mean square error (RMSE). The Results of the measurement of the
models’ efficiency revealed that the model utilizing logistic regression had the highest prediction efficiency.

With regard to the results of the development of an application for predicting the probability of passing to the second
year of the first-year computer science students, the most efficient model was deployed into a web application used for
prediction using Python and Django Framework with PostgreSQL as the database. Moreover, the results of an analysis of
users’ satisfaction with the web application showed that the users’ satisfaction was at the highest level with a mean score
of 4.59 and a standard deviation of 0.55.

Keywords: predictive modeling, machine learning, web application, logistic regression, random forest, decision tree
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Figure 3
Model Created Using Decision Tree Technique
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Screen for Selecting the Student Cohort to Predict Data
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Figure 7

Screen Displaying Student Data Before Prediction
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