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B Abstract

The objectives of this research ware 1) to create a model and determine the efficiency of question classification
models, 2) to develop a chatbot system for cooperative and work-integrated education, and 3) to investigate user satisfaction
with the chatbot system for cooperative and work- integrated education. The target sroup consisted of 68 fourth-year students
majoring in Information Technology at the Faculty of Information Technology, Rajabhat Maha Sarakham University, who were
undertaking cooperative education in the academic year 2022. The research tools used included: 1) a dataset of questions
related to cooperative and work-integrated education, 2) a chatbot system for cooperative and work-integrated education,
3) a user satisfaction survey questionnaire for the chatbot system. The research findings suggest that among the models
developed and tested for classifying question types, the Decision Tree and Multilayer Perceptron models achieved the highest
accuracy at 93.7%, while the K-Nearest Neighbors method reached 78.4%. Additionally, the developed chatbot system
for cooperative and work-integrated education, integrated into the Line application, demonstrated accurate and efficient
question-answering capabilities when paired with the model. Moreover, the overall satisfaction evaluation of the chatbot
system revealed a high level of satisfaction, with an average score of 4.63 and a standard deviation of 0.65. Overall, the
research indicates that the developed chatbot system operates efficiently and meets users' needs.

Keywords: chatbot, natural language processing, machine learning, cooperative and work integrated education
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Bl uni (Introduction)

wynuan (Chatbot) \lussuvaunuszninauywd
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nsUduiusiuminvetennuaunul (Chanchaisilp &
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JeilauIBee Sumruamijit et al. (2023) WA LOUNALATY
wynveniiolddunuy ﬂ’lLLu’Jﬁm%ﬂU’quﬂ’]iﬂa\‘iﬁu
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(Cooperative and work integrated education: CWIE)
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LaESINNAIUN Lﬁ@iﬁﬂ'ﬂﬁﬂwﬂﬁam5iauxw§am§1aﬂt,t,m
asvhnulaiuindsdlsanis@nel (Ready to work)
(Office of the Ministry of Higher Education, Science,
Research and Innovation [MHESI], 2022)
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MASYUN 2lmﬂgumwﬂuamuﬂiyﬂaumimaammﬂLﬁ&Ju
NFTUIUNTTAN 9) mLmmiaumwmmiﬂgummmLﬂ‘u
swrwluguteyaaniafinw 813158au15a0593a8Y
Toyala uileyy A ﬁﬂﬁﬂwﬂﬂmmiaL%’ﬂﬁq%’agaﬁﬁmmi
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m YnqilszauAn1s3de (Objectives)
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180INTIUUAUTELANVDA1DY

2. WileoWmunsEuURENUBd S uanAvRnvIuaz
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3. WleUssiumnufionelavestifoussuuummuen
dmsuaniafinuuazn1sfnwilieysannisiunisinau

Hl N1INUNIUITIUNTIN (Literature Review)

anfafnyiwazn1sAn vy IUINITAUNIIINIU
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e CWIE ﬁMaWEJgULLU‘U 191 Sandwich course, Practicum,
Post-course internship wardu 9 ieWmwinueuaz
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MOUAUBIAIINADINITVDINAINNULABATY (Sangtong &
Tongtep, 2023)

wwnuen Judruvisvesszuvaumndslilam
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2020)

Msieuiveasdes Ae nszuiunsimideyaanedin
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N15UTLAIBNANIWI5ITUYIR (Natural language
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et al., 2023)

ATaHUNITEE1UMUUTIADINATHRAIUITZUY
WYNUaN

Tudumounisdniunisadrsuvudiasadideld
PONLUUTURUNSEEIUUUS 188 IMNLINSEUIUNTIRNNS
L%‘EJ‘LJ%“UENLﬂ%aQLLagﬂJWU’]i%UULLSUV]‘UQ‘V] frasanaly
Figture 1



The Development of Chatbot System for Cooperative and Work-Integrated Education Using Machine Learning Method

Passakorn Tanasirathum, Narisara Chaisena, Waraporn Pasawapa, and Worawith Sangkatip Il

Figure 1

The Process of Developing a Chatbots System for Cooperative and Work-Integrated Education Using the

Machine Learning Method
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1. nMsTIuTndeya (Data collection) 7ing3duld
afanuvasunuesulal THAuvdinlaseenujifnu
anfafn¥Laze191sgRTuRAYe U UaNAIANYINeY
wuuaeuna Inglvirmundesniuifedosiunmsu o
suavRFnuFsnsaeunu fiugidelfsusmdiai
Iaman 900 ém Indulviinssnandififiszaunisal
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Table 1
Question Data Category
YINNLTOYARIN Y

NUIANYAIDY

Machine Leaning Process Chatbot Process
Preprocessing Line Chat
Data Collection .
v ]
Users
Data Cleaning
* Message Message
Word Tokenization /
Stop Word Line Messaging API
\
TE-IDF Webhook Reply

‘ . Bot Application '
' Model Building Server NLP Process E
| v —
' S —————— :
i | Train Models > Evaluation —>» Deployment 1 | _________ » Model Predict Cwie RMU| |
' Models Model Datab '
' atabase | 1

'3

$1uau 1 Ay yhnslesgiuasinnsandeyaiionun
ilesannavydoyamauifaundreadaiuliedlu
mnaReaty dogamonumaiiazgninegluminany
eadu fe deyatfdfusseznainisujiasnu ddl
Aomiflisifertuazyhnisaveenifieananudidou
lofnsandeyaiamnudrazindedeyadannian
720 fnu wardnoguuiavyldtanun 6 wuaeamy
sauandlu Table 1

FUIUAINY

ANSTINNY

o =

JoyatinAnwiluniseenufiRaniafinwm

Joyaanuzienasiunmseenuinaniafn

118
130
112
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Table 1

(continued)

FUIUAINY

nUIAVLADY

doyaaniuuszneunisluniseenyuianiafnm
Joyanisarluniseanufifaniafnm

sruzansujURnulunseendifaniafnwm

121
118
121

2. Mw3eutaya (Data preprocessing) Hutumeu
ﬁﬂﬁagaﬁwmmﬁiwiaﬂé’ dnmssalimingauneuld
#¥19UUUSans AuTuReUNNSUSEIIANANYISTILR
(NLP) Tnefidumauniswiendoya dil

2.1 m’aﬁ’mamﬁzmm%’aga (Data cleaning) 5y
nnsardernuiiluiisnusiavildanunsorunld

Table 2
Example Questions Before and After Data Cleaning
freeemnIuneuLaynasIIAINaZ ATy

Tutuneunsassnuushaedls wiewrsownnesg o 7
laifpens WU €@ %#*&~) Wudu Anusy ey
fosiAuazentonuneu lagld Regular expression
Tumsfumguuuudoaruitlidosnts anduhnsay
panaNdeya Awiiegtlu Table 2

RGN Bt DI LR HEERRELHE!

w8 g o ya du 67 iyl
duarluudinass A4

V99 I18T@ UNANYIVBIMN 9 AUNUeE?

RGN NV N LR HE LR GHE!
vagleyadiuiimioy
Fuanlluainase

Yo ITRUNANYIVRN 9| AUNLDY

2.2 MsiaR (Word tokenization) WHutuneu
Y99n15AntenIunseUstlonsenidum (Word) ves
AMwng LLazsﬁu’umauﬁé’aé’ﬂﬁmqm (Stop word) sl
wavey 9 wiliidernuneanunsadnesnuditoniny

Table 3

fadennumneiiney Inenuideililausns PyThaiNLP
ygeludunaull e 1UnTEUIUNITHIRATLAAE LS
JoANUNAIPAAT AIfIDE19lU Table 3

Example of Data Before Tokenization and Text After Tokenization

Faee19vayanouinA AL oA IUNAITAA)

YaA1UNIUARAT JBANUVAIAAAT

Yoglayadiuiiviey
duarluudinass

YogIeTeunANYIveIN 9 AUNDY

w0 | o | Toya | dwud | viey
Fulan || udd |7 | Ada

w058 %o | vos | WnAnw [ves | N 9 | AU | viey

2.3 113%1 TF-IDF (Term frequency-Inverse
document frequency) RRIIINENUTUADUNITAAAILAD
nuuIzihausIngludsslenundnuwanaiuaanudidoy
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2.3.1 n15AUI Term-Frequency (TF)
Dudumeniilfiiovenauivesusagfivsnglu
wonansuils Tnensmssmundaiiddulsngluenans
fresruausaueluenans Auandlddsaunis

count of term in document

TF(t, d) =
(& d) number of work in document (1)

2.3.2 115AUI Inverse document
frequency (IDF) Judumeuiildiitefnundntinin
(weight) vadusasa Tnemdinuinnlunaisienaisesd
/i IDF s Fauamadanulalddayuessty q “luﬁgasﬁamua
ot ﬁ'lmdwﬁhjmmmL%amiaaﬁ’uﬁamﬁammﬁﬁm

Table 4
Example of TF-IDF Calculation Results
#190€/1968N15A 11384 TF-IDF

A1 TF
UD 0.2
9 0.2
GHE) 0.2
AU 0.2
nuoY 0.2

998naseuINtn AudulassEunns

N
IDF(t) = log 0 )

2.3.3 9umBuN159n TF-IDF lagni51ie
Y9FDIANNITINAY AIAUNTS

TF — IDF(t, d) = TF(t, d) x IDF(t) (3)

lnedl t A9 term wsemNUsINgluonans
d A® document wsoLONA1T NFRITUN fit) Aip T
YOUDNEITANUVDIAT ¢ waE N AD ITUIULDNANTIINUA

IDF TF-IDF
0.09 0.018
0.09 0.018
0.69 0.138
0.69 0.138
0.22 0.044

M6NTATL IR TF-IDF Ui Ingmvuaduau
AMANYYEIAWINTY 266 (max features) a@13nsavin
nsUsugadeyalveglusuuuu DataFrame lngldlausns

Table 5

tﬂl v [ YV % a = v
pandas ieliaunsairluldiudanesfiunisieus
998519 UUINaBIRB UlALAe Y wanIdlae1aly
Table 5

Data obtained From TF-IDF is Displayed in DataFrame Format

YoyailavInnisvin TF-IDF uamsludnway DataFrame

doya duda
1 0.018 0.018 0.138 0.138
2 0.000 0.000 0.000 0.000
3 0.009 0.009 0.000 0.000

LANENT

0.044 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.024 0.009 0.009 0.000

3. mMyaf1auuuaed (Model building) Wisladaya
MEnunsyuIuNsInnSeutoyaudn avlaveyaniilasweasne
ansalfaiauudiaeds waslauwlsndoyadmniuly

Hnaoulaznagouluud1a09918 NTEUIUNITASUUY
91899 @NTOUERISA Figure 2
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Figure 2
Model Building Process
NTLUIUNITATNUUUTIADY

Preprocessed Data

Train Models

Model Building

Classification

\ 4
Evaluation Models

1. Decision Tree
2. K-Nearest Neighbors
3. Multilayer Perceptron

(5-fold cross-validation)

\ 4
Models

1. Precision
2. Recall

3. F1-Score
4. Accuracy

970 Figure 2 1@B8NLUUNTEUIUNTES LU
$1a09 teltlunssuunmnavyuesdaimAeaiuns
UfuRnuaniadnw Adeilldnm Python U1 Google
Colaboratory L'%'uﬁumﬂmiﬁﬁauaﬁiﬁa'mmil,m%'au
suama (Preprocessed data) W 720 Senu ant
mamumaummmLLauaJmemaaq1usuumauuuwuama
sonilu 2 a loun yafngeu (Train set) Sovay 80
(572 ToA1w) Uazyanaaau (Test set) foeag 20 (I1uIu
144 Fapny) ieflnuarnadeudane3fiudunissiwun
Uszan Thmsasauuuinaes mideiildidenldsanssiu
nsi3euivenndes 3 dane3iiu (Shalev-Shwartz &
Ben-David, 2014) 31ntausns scikit-learn Tun1sasiauay
Anuuudiaes laud Fsulidadule Bileutnilndiian
Lardsmediwunseunuunatety muuansines
\JueiEudy (Default parameters) vatusazdanasii
aulaus3ves sckit-leam

4. MyUssiiudsednsnwiuuanass (Evaluation
model) Tun1susziiuusedndianveswuuinaosleid
k-fold cross-validation (Han et al., 2022) IngA15UUs
Joyaseanilu k mumw 9 fiu mm%uLmeu 5-fold
cross-validation Lummﬂmamwmmumauﬂmmsm
Joya files 720 A0 muﬂimmﬁuau“aluma AU
Joyaiu 5-fold agldnalunismegeuiies Trinanis
UseiflulseansamlaegesinEs n1snnaedis k-fold
cross-validation #8Uszu1UAIUILENTANVDILUY
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$ranslngnisutstoyaseniiu k dw edumidiidy
gannaouLarduduugndous nansevhivingn k ade
delsynauldifuisyanaaevuazynidous anduld
UszillulsgdnSnmuasuuudassmen sinwuumnsylean
(Threshold) lusduwuuvesnisisasuiiafuiuning
(Confusion matrix) lawA AIAILLIUEY (Precision)
APusEan (Recall) Anadsiavadingzninedining
wiuguarAInIUNTEaN (F1 score) UagA1AINNABY
(Accuracy) @nunsanansaunsle (Sangkatip et al., 2023;
Polrob et al,, 2023) Faolui

. P

Precision = ———
TP + FP @

Recall = L
TP + FN (5)

F1 = ox PreC{S{on x Recall
Precision + Recall (6)
TP + TN
Accuracy =
TP+TN + FN + FP 7
ool

TP (True positive) fig WUUTIBDIYIIUIEIN
939 WEUAU walaay Ao 939

TN (True negative) A9 LUUIIABIMIUIEIN
laia39 Wiguiu walae Ao laass

FN (False negative) Ao WUUIIADIYIIUILTN



The Development of Chatbot System for Cooperative and Work-Integrated Education Using Machine Learning Method

Passakorn Tanasirathum, Narisara Chaisena, Waraporn Pasawapa, and Worawith Sangkatip Il

193¢ Wisuiu walnay Ae 939
FP (False positive) A9 WUUIIADIVIUIETT 239
Wgunu walnas fAe a3
5. MsUszendlduuinass (Deployment model)
Tutunouiifunisihuuuaesiifiussansnmiiiian
luldlunsimunszuuuenuen Fadeulusunsudie
7191 Python Weuseru Line Platform Bugiugienissu
Fom3 (Message) VoI uuaUnGLATY Line Toau
maﬂ,ﬂm Line Messaging AP| wuauI‘LJSLLﬂimjau
maluwaﬁ‘usuamm mﬂuu‘uammmﬂaammalﬁamw
Webhook mgﬂaqmu”l,ﬂﬂiumawamLGzﬁV\InasIusuumauu

Figure 3

aifenudigiuneunisuszinananivisssumi
I@EJL‘T]H%UG]E]UW]?LG\%EJN%@H& (Data preprocessing) 3
1NMFAIUALZDINTOYA NITAAAT FRAIEA LAY
ATUIUAT TF-IDF Aua1fy
mﬂﬁ?uﬁi’l’aaﬂaﬁ]zgﬂﬂ%'ﬂﬁagwlugﬂLLUU DataFrame
WiodsweliuuuianiUsyanana uagvinnenadnsoonin
el Gﬁammﬁy’u%’masﬂwmmmjﬁaﬂmaiﬂ MNUsEUY
Ay mamaium%mmauaauﬂmﬂmLwaamumauaw
Lﬂmmmﬂwmwmuaaﬂm wazaslayanaundu (Reply)
TWuanslyifld (Users) MidhuindnwinFesiansdrumh
AUNUIVULOUNALATU Line AIUERS Figure 3

Applying the Model With the Chatbot System Through the Line Application
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Table 6
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wilugh (Precision) Aauszan (Recall) Aadsiavndin
FERINAIANULLUEI AL AIAINNTEAN (F1 score) wazan
ANUYNFBY (Accuracy) AILAR Table 6

Evaluation Results of Model Performance Using 5-Fold Cross-Validation
KaNTsUsssluYsEans AU YTI8e99 8 5-fold cross-validation

Model Precision
Decision Tree 0.932
K-Nearest Neighbors 0.786
Multilayer Perceptron 0.934

Recall F1-Score Accuracy
0.937 0.948 0.937
0.784 0.858 0.784
0.939 0.945 0.937

Figure 4

The performance of all three models was evaluated using confusion matrix tables. For models (a) and (b),
confusion matrices were generated for both the test dataset and 5-fold cross-validation (CV) of the Decision
Tree method. For models (c) and (d), confusion matrices were constructed for the test dataset and 5-fold CV
of the K-Nearest Neighbors method. Lastly, for models (e) and (f), confusion matrices were produced for

the test dataset and 5-fold CV of the Multilayer Perceptron method.

HaMSUARIYsEANEN YIYUTIABIN 3 UUUTIRDITIEmITNMEUTIT MG (a), (b) Confusion Metrix yatays
AFoU Uaz 5-fold CV 9as3sauliiindula (o), (d) Confusion Metrix sadoyannaay uay 5-fold CV vaeisiiloutu
Indiign ua (e), (f) Confusion Metrix yatayanamey uas 5-fold CV ved3simesiwunsauuyynaIsty

Confusion Matrix of Decision Tree (Test Set)

True label

Predicted label

Confusion Matrix of K-Nearest Neighbors (Test Set)

True label

Predicted label
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Confusion Matrix of Decision Tree (5-fold CV)

(b)

True label

Predicted label

Confusion Matrix of K-Nearest Neighbors (5-fold CV)

True label

0 1 2 3 1 5
Predicted label
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Figure 4

(continued)
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True label

Predicted label

910 Table 6 uanmansUsTfiuUsEANSAmMaRS
3 LUUTI809 WU 1) ANAULNUEN (Precision) LUUR@D4
ﬁlﬁ'ﬁﬁmﬁmmuﬁmmﬁ@ Ao Multilayer perceptron
WINAU 93.4% 3998911 Decision Tree WNfiU 93.2% Lay
K-Nearest Neighbors Lyifiu 78.6% 2) Anmanusean (Recall)
wuudiaesfiliaianusednuiniign Ao Multilayer
Perceptron winfiu 93.9% 5898931 Decision Tree Winfiu
93.7% Way K-Nearest Neighbors 1Yi1AU 78.4% AuUasu
3) ALRBLLAYAGATEIIANAIULILELAZAIANLTEEN
(F1 score) wuushanafildmiadsiavadingswinamaiy
wiudmazATEAN 1Nnilan fe Decision Tree WAy
94.8% 99831 Multilayer Perceptron Wiy 94.5%

Figure 5

Comparative Results of Model Performance
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Figure 6

The Chatbot System (a) Page for Adding Friends to the Chatbot System, (b) The Chatbot System Page
Prompts Users to Verify Their Identity With the Cooperative Database System
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Line Tneszuuusnuenaade Line Official Account \u  grudeyaania
CWIE_RMU uaznwdsznau (b) wiwieudunluszuu

Figure 7

The Chatbot System (a) Displays Personal Information Once Identity has Been Verified With the System,

(b) Displays Document Status Information to the User, (c) Users can Type a Message to Inquire With the Chatbot
syuUIMUeY (a) uanstoyasusudeduduimuiussuuuaa (b) uanetayaaaiuziona1sile (o) gleamsaiud
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Table 7
Results of Satisfaction Analysis of the Chatbot System for Cooperative and Work-Integrated Education
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