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บทคััดย่่อ
ความก้้าวหน้้าของปััญญาประดิษิฐ์์ได้้ก่่อให้้เกิดิข้้อถกเถียีงเรื่่�องความรับัผิดิชอบ

ทางจริิยธรรม มนุุษย์์มีีแนวโน้้มที่่�จะใช้้ให้้ปััญญาประดิิษฐ์์ทำงานแทนตนเองมากขึ้้�น  
ในแง่่หนึ่่�งปััญญาประดิิษฐ์์สามารถเรีียนรู้้�และตััดสิินใจได้้เอง ทว่่ามัันก็็ไม่่สามารถ 
รัับผิิดชอบทางจริิยธรรมอัันเป็็นอิิสระจากมนุุษย์์ได้้ คำถามที่่�น่าสนใจก็็คืือว่่า  
หากปฏิิบััติิการของปััญญาประดิิษฐ์์นำไปสู่่�ผลร้้ายทางจริิยธรรมที่่�คาดไม่่ถึึง เราจะ
ทำความเข้้าใจเรื่่�องความรัับผิิดชอบทางจริิยธรรมของปััญญาประดิิษฐ์์ได้้อย่่างไร 
บทความวิจิัยันี้้�ใช้้วิธิีกีารวิจิัยัเชิงิเอกสาร มีวีัตัถุุประสงค์์มุ่่�งศึกึษาและวิเิคราะห์์ประเด็็น
ปััญหาเรื่่�องปััญญาประดิิษฐ์์กัับความรัับผิิดชอบทางจริิยธรรม และอภิิปรายเพื่่�อ 
นำเสนอมุุมมองทางปรััชญาของผู้้�เขีียนเพื่่�อพยายามแก้้ปััญหาเรื่่�องช่่องว่่างของ 
ความรัับผิดิชอบทางจริยิธรรม ผลการวิจิัยัมีข้ี้อเสนอหลักั 2 ข้้อ กล่่าวคือื (1) ผู้้�เขียีน
สนัับสนุุนแนวคิิดที่่�ว่าความรัับผิิดชอบทางจริิยธรรมจำเป็็นต้้องยึึดโยงกัับการเป็็น 
ผู้้�กระทำการทางจริยิธรรมในแบบที่่�ไม่่ใช้้กรอบคิดิแบบดั้้�งเดิมิ กล่่าวคือื ไม่่ได้้กำหนด
ความรัับผิดิชอบไปที่่�ปัจเจกบุุคคลและคุณุลักัษณะแบบมนุุษย์์ของปััจเจกบุคุคล และ 
(2) สืืบเนื่่�องจากเหตุุผลแรก ผู้้�เขีียนจึึงเสนอว่่ามโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำการ 
ทางจริิยธรรมในฐานะที่่�เป็็นปฏิิสััมพัันธ์์ร่่วมกัันระหว่่างมนุุษย์์กัับปััญญาประดิิษฐ์์ 
เป็็นสิ่่�งจำเป็็นต่่อความรัับผิิดชอบทางจริิยธรรม แม้้ว่่าแนวคิิดนี้้�จะยัังคงมีีแนวโน้้ม 
ยึึดโยงอยู่่�กับการเป็็นผู้้�กระทำการ และความเป็็นสาเหตุุซึ่่�งสอดคล้้องกัับวิิธีีคิิดแบบ
มองย้้อนกลัับหลััง แต่่เราก็็ควรพยายามปรัับให้้แนวคิดินี้้�ให้้มีคีวามสอดคล้้องกัับวิธิิคิิดิ
เรื่่�องความรับัผิดิชอบทางจริยิธรรมในแบบที่่�มองไปข้้างหน้้าด้้วยเช่่นกััน 

คำสำคััญ: ปััญญาประดิิษฐ์์ ความรัับผิิดชอบทางจริิยธรรม การเป็็นผู้้�กระทำการ 
ทางจริิยธรรม ช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม

1 อาจารย์์ประจำภาควิิชามนุุษยศาสตร์์ คณะสัังคมศาสตร์์และมนุุษยศาสตร์์ 
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Artificial Intelligence and Moral Responsibility:  
A Philosophical Problem

					   

Piyanat Prathomwong2

ABSTRACT

The progress of artificial intelligence (AI) has raised debates on moral  

responsibility. Humans tend to delegate tasks and practices to AI. Whereas AI can 

learn and make decision by itself, it cannot be morally responsible and  

independent from the human being. The crucial question is how can we  

understand and articulate the moral responsibility of AI if the practices of AI have 

unintended consequences or are morally wrong? According to a documentary 

research method, this article aims to study and analyze the problem of AI and 

moral responsibility. It then discusses and proposes arguments attempting to 

tackle the problem of the responsibility gap. As a result, it offers two thesis 

statements: (1) it advocates that moral responsibility demands moral agency in a 

non-traditional approach, i.e., it does not locate responsibility in the individual 

and its human-like attribution. Furthermore, (2) it argues, following the previous 

statement, that the concept of moral agency as a mutual interaction between 

humans and AI is necessary for moral responsibility. Although the argument tends 

to deal with agency and causality—which is consistent with a backward-looking 

approach, we should also adjust it to consider moral responsibility in terms of a 

forward-looking approach.

Keywords: Artificial Intelligence, Moral Responsibility, Moral Agency,  
Responsibility Gap
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บทนำ

ในช่่วงของการเข้้าสู่่�ศตวรรษที่่� 21 เทคโนโลยีีได้้พััฒนาอย่่างก้้าวกระโดด  

มีีการพััฒนาปััญญาประดิิษฐ์์ (Artificial Intelligence: AI) ด้้วยเทคนิิคที่่�ซัับซ้้อนขึ้้�น  

เช่่น การเรีียนรู้้�ของเครื่่�อง (machine learning) และการเรีียนรู้้�เชิิงลึึก (deep learning) 

ซึ่่�งคอมพิวิเตอร์ห์รือืจัักรกลสามารถเรียีนรู้้�และตััดสินิใจได้เ้อง ในขณะเดียีวกััน มนุษุย์์

มีีแนวโน้้มที่่�จะยอมให้้ AI เข้้ามามีีบทบาทในการปฏิิบััติิงานหรืือทำกิิจกรรมต่่าง ๆ 

แทนที่่�มนุษุย์ม์ากขึ้้�น จนอาจกล่า่วได้ว้่า่การกระทำหนึ่่�ง ๆ  อาจเป็็นการกระทำร่ว่มกััน

ระหว่่าง AI และมนุุษย์์ ในปััจจุุบัันและอนาคตอัันใกล้้เราจะเห็็นปฏิิสััมพัันธ์์ระหว่่าง

มนุุษย์์และจัักรกล (human-machine interaction) มากขึ้้�น ดัังนั้้�น ทั้้�งมนุุษย์์และ AI  

จึึงมีีส่่วนร่่วมกัันในระบบความสััมพัันธ์์ของการกระทำการบางอย่่างเสมอ

การศึึกษาวิิเคราะห์์ว่่าในโลกที่่�มนุุษย์์ดำรงอยู่่�ร่วมกัับ AI อย่่างใกล้้ชิิดเช่่นนี้้�  

เราจะนัับใครและสิ่่�งใดบ้้างว่่าควรเป็็นผู้้�รัับผิิดชอบทางจริิยธรรม หากเกิิดกรณีี 

ที่่�เทคโนโลยีีส่่งผลร้้ายหรืือผลลััพธ์์ที่่�ไม่่คาดคิิดต่่อมนุุษย์์ การระบุุตััวผู้้�รัับผิิดชอบ 

ทางจริยิธรรมโดยเพียีงการชี้้�ไปที่่�ปัจัเจกบุคุคลที่่�เป็น็ ‘ผู้้�ใช้’้ ‘ผู้้�ออกแบบ’ หรือื ‘ผู้้�สร้า้ง’ 

เพียีงอย่่างเดียีว อาจไม่่เพียีงพอในการทำความเข้้าใจความซับัซ้้อนของปััญหาอีกีต่่อไป 

ในหลายกรณีีผู้้�ใช้้ที่่�ใช้้ AI ก็็ไม่่อาจล่่วงรู้้�ว่่า AI จะตััดสิินใจอย่่างไร ยิ่่�งไปกว่่านั้้�น  

ผู้้�ออกแบบหรืือผู้้�สร้้าง AI เช่่น วิิศวกรคอมพิิวเตอร์์ก็็ไม่่สามารถคาดการณ์์ได้้ว่่า 

อััลกอริิทึึมและโมเดลของ AI ที่่�ตนเองสร้้างขึ้้�นมาจะตััดสิินใจอย่่างไรหรืือจะทำอะไร

ในอนาคต เนื่่�องจาก AI สามารถเรีียนรู้้�และตััดสิินใจได้้เอง 

บทความวิิจััยนี้้�จึึงมุ่่�งศึึกษา วิิเคราะห์์ และอภิิปรายข้้อถกเถีียงเรื่่�อง AI กัับ 

ความรัับผิิดชอบทางจริิยธรรม ทั้้�งนี้้� ผู้้�เขีียนมุ่่�งอภิิปรายและนำเสนอมุุมมอง 

ทางปรัชัญาที่่�อาจช่ว่ยแก้ป้ัญัหาข้อ้ถกเถียีงเรื่่�องปัญัญาประดิษิฐ์แ์ละความรับัผิดิชอบ

ทางจริิยธรรมได้้

วััตถุุประสงค์์

1. เพื่่�อศึึกษาวิิเคราะห์์ประเด็็นปััญหาทางปรััชญาเรื่่�องปััญญาประดิิษฐ์์กัับ

ความรัับผิิดชอบทางจริิยธรรม

2. เพื่่�ออภิปิรายและนำเสนอมุุมมองทางปรััชญา โดยมุ่่�งนำเสนอความเป็็นไปได้้

ในการแก้้ปััญหาเรื่่�องความรัับผิิดชอบทางจริิยธรรมของปััญญาประดิิษฐ์์
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วิิธีีดำเนิินการวิิจััย

โครงการวิิจัยันี้้�เป็น็การวิจิัยัเชิงิเอกสาร (documentary research) ตามลัักษณะ

ของการวิจัิัยในสาขาปรััชญา ซึ่่�งเป็็นสาขาย่อ่ยในสาขามนุษุยศาสตร์ ์กล่า่วคือืเป็น็การ

มุ่่�งเน้น้การสืบืค้น้เอกสาร ทำความเข้้าใจ แสดงข้้อถกเถียีง ตีคีวาม วิเิคราะห์ม์โนทััศน์์

เชิงิปรัชัญา อภิปิรายข้อ้ถกเถียีงต่า่ง ๆ  พร้อ้มกับัแสดงทัศันะทางวิชิาการและนำเสนอ

มุุมมองทางปรััชญาของผู้้�เขีียน 

ขอบเขตการวิิจััย

บทความวิิจััยนี้้�เป็็นการวิิจััยเชิิงเอกสาร ผู้้�เขีียนได้้กำหนดขอบเขตการวิิจััย 

โดยมุ่่�งค้้นคว้้าเอกสาร หนัังสืือ และงานวิิจััยที่่�เกี่่�ยวกัับ AI กัับความรัับผิิดชอบ 

ทางจริิยธรรม โดยเน้้นงานวิิชาการและงานวิิจััยของนัักปรััชญาเทคโนโลยีี  

นัักจริิยศาสตร์์เทคโนโลยีี และนัักจริิยศาสตร์์ปััญญาประดิิษฐ์์ดัังที่่�แสดงในรายการ

เอกสารอ้้างอิิง ประการสำคััญ ผู้้�เขีียนพยายามมุ่่�งค้้นหาและสำรวจเอกสาร หนัังสืือ 

และงานวิิจััยที่่�ตีีพิิมพ์์ในปีีใกล้้ปััจจุุบัันมากที่่�สุด เพื่่�อให้้มั่่�นใจว่่าขอบเขตของการวิิจััย

มีีความเท่่าทัันต่่อข้้อถกเถีียงในแวดวงวิิชาการในปััจจุุบััน

ผลการวิิจััย

บทความวิจิัยันี้้�มุ่่�งศึกึษาและวิเิคราะห์เ์ชิงิมโนทัศัน์เ์รื่่�อง AI กับัความรับัผิดิชอบ

ทางจริิยธรรม โดยพิิจารณาว่่ามโนทััศน์์ดัังกล่่าวสามารถถููกเข้้าใจอย่่างไรได้้บ้้าง  

นักัปรัชัญามีขี้อ้ถกเถียีงอย่า่งไรบ้า้ง จากนั้้�นบทความได้อ้ภิปิรายเพื่่�อนำเสนอมุมุมอง

ทางปรััชญาของผู้้�เขีียนที่่�พยายามเสนอความเป็็นไปได้้ในการแก้้ปััญหาเรื่่�องช่่องว่่าง

ของความรัับผิิดชอบทางจริิยธรรม โดยที่่�ผู้้�เขีียนมีีข้้อเสนอหลััก (thesis statement)  

2 ข้้อ ซึ่่�งเป็็นผลจากการวิิจััยดัังนี้้� 

1. ความรับัผิดิชอบทางจริยิธรรมของ AI จำเป็็นต้อ้งยึดึโยงกับัการเป็็นผู้้�กระทำ

การทางจริิยธรรมในแบบที่่�ไม่่ใช้้กรอบคิิดแบบดั้้�งเดิิม 

2. สืืบเนื่่�องจากข้้อแรก นำมาสู่่�การเสนอว่่า มโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำ

การทางจริยิธรรมในฐานะที่่�เป็น็ปฏิสิัมัพันัธ์ร์่ว่มกันัระหว่า่งมนุษุย์ก์ับัปัญัญาประดิษิฐ์์

เป็็นสิ่่�งจำเป็็นต่่อความรัับผิิดชอบทางจริิยธรรมของ AI

อย่า่งไรก็ต็าม ก่อ่นที่่�จะนำเสนอการอภิปิรายในรายละเอียีดของข้อ้เสนอหลักั 

ในส่ว่นต่อ่ไป ผู้้�เขียีนจำเป็น็ต้อ้งพิจิารณามโนทัศัน์ใ์นทางปรัชัญาเรื่่�องความรับัผิดิชอบ

ทางจริิยธรรมตามกรอบคิิดแบบดั้้�งเดิิมในส่่วนที่่�เกี่่�ยวข้้องเฉพาะกัับมนุุษย์์เสีียก่่อน 
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หลัังจากนั้้�นจึึงระบุุปััญหาว่่ากรอบคิิดแบบดั้้�งเดิิมดัังกล่่าวมีีปััญหาอย่่างไรเมื่่�อนำมา

ปรับัใช้้กับักรณีขีอง AI ต่่อจากนั้้�น ผู้้�เขียีนจึงึกล่่าวถึึงประเด็็นปััญหาเรื่่�อง AI กับัช่่องว่่าง

ของความรับัผิดิชอบทางจริยิธรรม (responsibility gap) ซึ่่�งเป็น็ปัญัหาหลักัที่่�ทำให้เ้กิดิ

ข้อ้ถกเถียีงและข้อ้เสนอต่า่ง ๆ  ตามมา และในท้า้ยที่่�สุดุผู้้�เขียีนจะอภิปิรายเพื่่�อนำเสนอ

ข้้อเสนอหลััก 2 ข้้อ ซึ่่�งเป็็นผลจากการวิิจััยนี้้�

ความรัับผิิดชอบทางจริิยธรรมของมนุุษย์์ตามกรอบคิิดแบบดั้้�งเดิิม

ตามกรอบคิิดปรััชญากรีีกรวมถึึงปรััชญาสมััยใหม่่ ความเป็็นมนุุษย์์ผููกโยง 

อยู่่�กับแนวคิิดแบบปััจเจกชนนิิยม (individualism) และการมีีเหตุุผล (rationality)  

มนุุษย์์คืือสิ่่�งมีีชีีวิิตที่่�สามารถเลืือกกระทำการได้้จากความมุ่่�งหมายของตนเอง  

ความมุ่่�งหมายคืือสารััตถะหนึ่่�งของการอธิิบายการกระทำว่่าการกระทำต่่าง ๆ นั้้�น

เกิดิขึ้้�นจากความจงใจของผู้้�กระทำ พููดอีกีอย่า่งหนึ่่�งได้ว้่า่มนุษุย์ม์ีเีสรีภีาพที่่�จะคิดิและ

กระทำได้้จากเจตนาของตน และเมื่่�อมนุุษย์์ดำรงชีีวิิตอยู่่�ในสัังคมอัันเป็็นพื้้�นที่่� 

ที่่�ประกอบไปด้้วยตนเองและผู้้�อื่่�น การกระทำของมนุุษย์์คนหนึ่่�งหรืือกลุ่่�มหนึ่่�งจึึงมััก

จะส่่งผลต่่อผู้้�อื่่�นเสมอทั้้�งในทางที่่�ดีีและทางที่่�ร้้าย ลักัษณะเช่่นนี้้�กล่่าวได้้ว่่ามนุษุย์์คืือ

ผู้้�กระทำการเชิิงจริิยธรรม และด้้วยเหตุุนี้้�ผู้้�กระทำการเชิิงจริิยธรรมจำเป็็นต้้องมีี 

ความรัับผิิดชอบทางจริิยธรรมในสิ่่�งที่่�ตนกระทำ 

เมื่่�อพิิจารณาตามมุุมมองแบบอาริิสโตเติิลที่่�นำเสนอในงานปรััชญาชิ้้�นสำคััญ

เรื่่�อง Nicomachean Ethics เราจะพบข้้อเสนอว่่า เงื่่�อนไขของความรัับผิิดชอบ 

ทางจริิยธรรมมีีอยู่่� 2 ประการ คืือ เงื่่�อนไขเชิิงสาเหตุุ และเงื่่�อนไขเชิิงความรู้้�  

โดยสามารถสรุุปได้้ดัังนี้้� (ก) เงื่่�อนไขเชิิงสาเหตุุคืือการที่่�บุุคคลสามารถควบคุุม  

(control) การกระทำของตนเองได้้ โดยที่่�การกระทำของตนนั้้�นเป็็นสาเหตุุของผล 

ที่่�ตามมา การที่่�บุคคลสามารถควบคุุมการกระทำของตนเองได้้จึงึหมายถึึงการกระทำ

ที่่�เกิิดขึ้้�นผ่่านการควบคุุมความเป็็นสาเหตุุของผลที่่�เกิิดขึ้้�นจากการกระทำนั้้�น เช่่น 

ความสามารถในการควบคุุมร่่างกายของตนเองได้้ว่่าจะกำหมััดแล้้วชกไปที่่�ใบหน้้า

ของคนที่่�ยืนือยู่่�ตรงหน้า้หรือืไม่ ่ในสภาวะปกติมินุษุย์ท์ี่่�ปกติมิักัควบคุมุร่า่งกายตนเอง

ได้้เสมอว่่าจะกระทำหรืือไม่่กระทำอะไร และ (ข) เงื่่�อนไขเชิิงความรู้้� คืือ การที่่�บุุคคล

มีีความรู้้�เกี่่�ยวกัับผลของการกระทำ พููดอีีกอย่่างหนึ่่�งได้้ว่่า บุุคคลมีีความรู้้�ว่่า 

การกระทำนั้้�นจะนำไปสู่่�ผลอะไร รวมถึึงบุุคคลนั้้�นมีีความรู้้�หรืือความตระหนัักรู้้� 

ว่่าตนเองกำลัังกระทำสิ่่�งใดอยู่่� เช่่น การกระทำหยิิบอาวุุธไปยิิงบุุคคลอื่่�นเป็็นเรื่่�องที่่�รู้้�

ได้้ว่่าคนที่่�ถููกยิงินั้้�นอาจเสียีชีวีิติได้้ และรู้้�ว่าตนเองกำลังักระทำหรือืไม่่ได้้กระทำสิ่่�งนั้้�นอยู่่� 

(Coeckelbergh, 2020a, p. 111)
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นอกจากการพิิจารณาการกระทำจากเงื่่�อนไข 2 ข้้อ ตามมุุมมองแบบดั้้�งเดิิม

ของอาริสิโตเติลิแล้ว้ ยังัมีอีีกีหนึ่่�งเงื่่�อนไขที่่�ทำให้ป้ัจัเจกบุคุคลจะต้อ้งรับัผิดิชอบในสิ่่�ง

ที่่�ตนกระทำคืือเจตนาหรืือความมุ่่�งหมายซึ่่�งเป็็นเนื้้�อหาจิิตที่่�เราสร้้างขึ้้�นภายในใจ 

ก่่อนที่่�จะส่่งผลไปสู่่�การกระทำต่่าง ๆ ของเรา ในแง่่นี้้� การกระทำที่่�จะเรีียกได้้ว่่า

เป็็นการกระทำจากเจตจำนงของปััจเจกบุุคคลจริิง ๆ จะเกิิดขึ้้�นได้้ก็็ต่่อเมื่่�อ

ปััจเจกบุุคคลสร้้างเนื้้�อหาในจิิตที่่�มีีความมุ่่�งหมายว่่าปรารถนาจะกระทำอะไร 

บางอย่า่ง แล้ว้จิติในสมองจึงึสั่่�งให้ร้่า่งกายกระทำตามนั้้�น และบุคุคลนี้้�ก็ร็ู้้�ตัวัว่า่ตนเอง

กำลัังทำอะไร 

วิิธีีคิิดแบบสืืบย้้อนสาเหตุุไปยัังเนื้้�อหาของจิิตและความจงใจ รวมถึึงวิิธีีการ

พิจิารณาเงื่่�อนไข 2 ประการของอาริิสโตเติลิมักัพบเห็็นได้ใ้นข้อ้เสนอทางปรััชญาแบบ

ดั้้�งเดิิม หากลองตั้้�งข้้อสัังเกตในประเด็็นนี้้�จะพบว่่าวิิธีีคิิดตามมุุมมองแบบดั้้�งเดิิม 

ในเรื่่�องความรัับผิิดชอบทางจริิยธรรมจะมุ่่�งเน้้นแนวคิิดแบบภายใน (internalist  

approach) กล่่าวคืือดููเจตนาในจิิตของผู้้�กระทำการ ซึ่่�งจุุดเด่่นของวิิธีีคิิดแบบนี้้�คืือ 

เป็็นข้้อเสนอที่่�เคร่่งครััดและมีีเหตุุผล เนื่่�องจากผู้้�รัับผิิดชอบจะสามารถรัับผิิดชอบ 

ได้้เฉพาะก็็ต่่อเมื่่�อเขามีีเจตนาจากภายในจิิตที่่�จะทำสิ่่�งต่่าง ๆ  รวมถึึงมีีความสามารถ

ในการควบคุุมการกระทำและความรู้้�ต่่อการกระทำนั้้�น ๆ 

ปััญหาของความรัับผิิดชอบทางจริิยธรรมตามกรอบคิิดแบบดั้้�งเดิิม 

เมื่่�อนำมาปรัับใช้้กัับ AI

กรอบคิดิแบบดั้้�งเดิมิดังัที่่�กล่า่วมามีปีัญัหาและมีขี้อ้จำกัดัเมื่่�อนำมาใช้ท้ำความ

เข้้าใจเรื่่�องความรัับผิิดชอบทางจริิยธรรมของ AI เมื่่�อเราพิิจารณาเรื่่�องความรัับผิิด

ชอบทางจริิยธรรมตามกรอบคิิดแบบดั้้�งเดิิมจะพบว่่าเป็็นการรัับผิิดชอบในสิ่่�งที่่�เกิิด

ขึ้้�นแล้้ว (retrospective responsibility) กล่่าวอีีกอย่่างหนึ่่�งคืือ เป็็นการรัับผิิดชอบและ

การรัับผิิด (accountability and liability) ทั้้�งนี้้� Porter et al. (2018) และ Zerilli et al. 

(2021) ระบุุตรงกัันว่่า นัักปรััชญาส่่วนใหญ่่ที่่�ยึึดแนวคิิดทางปรััชญาแบบดั้้�งเดิิมนี้้� 

เมื่่�อพิิจารณาประเด็็นความรัับผิิดชอบทางจริิยธรรมก็็มัักมีีแนวโน้้มใช้้มิิติิในข้้อนี้้�  

แนวโน้้มเช่่นนี้้�สะท้้อนถึึงการให้้ความสำคััญกับัการสืืบย้้อนกลัับสู่่�สาเหตุุ (causation) 

ซึ่่�งเป็็นการสืบืย้อ้นสาเหตุุสู่่�เนื้้�อหาของจิิตและเจตนาภายในจิิต รวมถึงึความสามารถ

ในการควบคุุมการกระทำและความรู้้�ต่่อการกระทำนั้้�น ๆ

อย่่างไรก็็ตาม แนวคิิดทางปรััชญาแบบดั้้�งเดิิมที่่�มีีรากฐานมาจากอาริิสโตเติิล

เป็็นแนวคิิดที่่�มีีข้้อจำกััดบางประการเมื่่�อเรากำลัังพิิจารณาเรื่่�องความรัับผิิดชอบ 

ทางจริยิธรรมของ AI ด้ว้ยสาเหตุุดังัที่่� Ceockelbergh (2020b, p. 2053) ระบุวุ่า่แนวคิดิ
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แบบดั้้�งเดิิมเน้้นมิิติิของตััวมนุุษย์์ที่่�เป็็นผู้้�กระทำการมากเกิินไป และมีีนััยว่่าตั้้�งอยู่่�บน

วิธิีคีิดิที่่�มองเทคโนโลยีวี่า่เป็น็เพียีงเครื่่�องมือืที่่�มีคีวามเป็็นกลาง ซึ่่�งปัจัเจกบุคุคลที่่�เป็น็

มนุุษย์์เท่่านั้้�นที่่�จะเป็็นผู้้�รัับผิิดชอบได้้ ราวกัับว่่า AI ไม่่ได้้มีีส่่วนในการตััดสิินใจ 

และกระทำสิ่่�งต่่าง ๆ เลย 

แนวคิิดแบบดั้้�งเดิิมเช่่นนี้้�แม้้จะฟัังดููสมเหตุุสมผลในแง่่ของการสืืบย้้อนกลัับสู่่�

สาเหตุุของการกระทำที่่�นำไปสู่่�ผล แต่่ก็็อาจเป็็นอุุปสรรคในการทำความเข้้าใจ 

เรื่่�องความรัับผิดิชอบทางจริิยธรรมของ AI และถืือเป็็นข้อ้ท้า้ทายต่อ่การสร้า้งแนวคิดิ

ใหม่่ ๆ ที่่�สอดคล้้องกัับความก้้าวหน้้าของ AI ที่่�สามารถเรีียนรู้้�และตััดสิินใจได้้เอง 

จนก่่อให้้เกิิดปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม ดัังที่่�ผู้�เขีียน 

จะกล่่าวถึึงในส่่วนถััดไป

ปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรมของปััญญา

ประดิิษฐ์์

ก่อ่นที่่�ผู้�เขียีนจะอภิปิรายและนำเสนอข้อ้เสนอหลักัของตนเอง ในส่ว่นนี้้�ผู้�เขียีน

จำเป็็นต้้องแสดงให้้เห็็นประเด็็นปััญหาหลัักในข้้อถกเถีียงเรื่่�องดัังกล่่าวเสีียก่่อน  

ข้้อท้้าทายในอภิิจริิยศาสตร์์ที่่�เกี่่�ยวข้้องกัับ AI คืือปััญหาเรื่่�องการถ่่ายโอนการเป็็น 

ผู้้�กระทำการจากมนุุษย์์ไปสู่่� AI ซึ่่�งแน่่นอนว่่าส่่งผลต่่อคำถามเรื่่�องความรัับผิิดชอบ

ทางจริิยธรรม ปััญหานี้้�จะไม่่เกิิดขึ้้�นในกรณีีของการใช้้เทคโนโลยีีประเภทอื่่�นหรืือ

เทคโนโลยีอีัลักอริทิึมึแบบเก่า่ที่่�สามารถสืบืกลับัไปสู่่�สาเหตุุได้ใ้นเชิงิเทคนิคิ กล่า่วคือื 

สำหรัับอััลกอริทิึมึแบบเก่่า เช่น่วิธิีกีารที่่�เรียีกว่า่ต้น้ไม้ข้องการตััดสินิใจ (decision tree) 

เรายัังสามารถสืืบย้้อนกลัับไปสู่่�กระบวนการและสาเหตุุของการตััดสิินใจนั้้�นได้้ เมื่่�อ

เกิดิผลเลวร้า้ยขึ้้�นเราก็็สามารถสืบืย้อ้นกลัับไปสู่่�ต้น้เหตุแุละแก้ป้ัญัหาได้ ้(รวมถึงึอาจ

จะหาผู้้�รัับผิิดชอบได้้ เช่่น ผู้้�ที่่�เขีียนโปรแกรมนั้้�นขึ้้�นมา หรืือหาจุุดที่่�ผิิดพลาด 

เชิิงเทคนิิคได้้) กรณีีเช่่นนี้้�จะต่่างจากกรณีีในปััจจุุบัันที่่�เรามัักใช้้ AI ด้้วยเทคนิิค 

การเรียีนรู้้�ของเครื่่�องโดยเฉพาะอย่่างยิ่่�งวิิธีกีารแบบการเรีียนรู้้�เชิงิลึกึที่่�มีคีวามซัับซ้้อน

และลำดัับชั้้�น (layers) มากมาย ดัังที่่� Gunkel (2020, pp. 311-312) ระบุุว่่าการสืืบ

ย้้อนกลัับดัังกล่่าวกลายเป็็นสิ่่�งที่่�ทำยาก แม้้ผู้้�เขีียนโปรแกรมจะมีีความรู้้�โดยทั่่�วไปว่่า

ระบบทำงานอย่่างไร แต่่ผู้้�เขีียนโปรแกรมเองก็็ไม่่สามารถเข้้าใจ รวมถึึงไม่่สามารถ

อธิิบายและคาดการณ์์ได้้ว่่าเหตุุใดระบบการเรีียนรู้้�ของเครื่่�องจึึงทำการตััดสิินใจ 

ในแบบที่่�มันตััดสิินใจ เราจึึงไม่่สามารถล่่วงรู้้�หรืือคาดการณ์์ได้้ว่่า AI จะตััดสิินใจ

อย่่างไร รวมถึึงเราไม่่สามารถควบคุุมและอธิิบายสิ่่�งที่่�จะเกิิดขึ้้�นจากการกระทำ 

ของ AI ได้้ นอกจากนี้้� Coeckelbergh (2020a, pp. 116-117) เห็็นว่่าประเด็็นนี้้�ถืือเป็็น
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ปััญหาด้้านความโปร่่งใส (transparency) ของ AI เนื่่�องจาก AI มีีลัักษณะที่่�เรีียกว่่า

กล่่องดำ (black box) มัันจึึงเป็็นสิ่่�งที่่�มีีความคลุุมเครืือ (opaqueness) ต่่อการรัับรู้้�และ

ความเข้า้ใจของมนุษุย์ ์เราไม่ส่ามารถรู้้�ได้อ้ย่า่งแน่ช่ัดัว่า่ AI ประมวลผลอย่า่งไรมันัจึงึ

ให้้คำตอบหรืือตััดสิินใจหรืือกระทำในแบบที่่�มัันทำ 

ดัังนั้้�น หากเกิิดกรณีีที่่� AI สร้้างความเสีียหายทางจริิยธรรม เช่่น มีีคนบาดเจ็็บ 

เสีียชีีวิิต หรืือหากไม่่ใช่่เรื่่�องรุุนแรงทางกายภาพแต่่ก็็เป็็นเรื่่�องสำคััญ เช่่น  

ความอยุุติิธรรม การเหยีียดเพศ การเหยีียดเชื้้�อชาติิ ฯลฯ คำถามคืือเราจะทำ 

ความเข้้าใจเรื่่�องความรัับผิิดชอบทางจริิยธรรมอย่่างไร เราจะให้้ AI รัับผิิดชอบ 

อย่่างสมบููรณ์์ (อย่่างเป็็นอิสิระจากมนุษุย์์) ได้้หรือืไม่่ (สามัญัสำนึกึของเราโดยส่่วนใหญ่่

มัักตอบคำถามนี้้�ว่่า ไม่่) หรืือไม่่เช่่นนั้้�น ใครควรจะรัับผิิดชอบ ผู้้�ใช้้ ผู้้�เขีียนโปรแกรม 

ผู้้�บริหิารบริษิัทั วิศิวกร หรือืควรจะเป็็นใคร และควรเป็็นปััจเจกบุคุคลหรือืควรจะเป็็น 

กลุ่่�มบุุคคล และถ้้าเป็็นกลุ่่�ม จะต้้องเป็็นกลุ่่�มใด กลุ่่�มนั้้�นต้้องมีีเฉพาะมนุุษย์์ใช่่หรืือไม่่ 

เป็็นกลุ่่�มที่่�มีีมนุุษย์์อยู่่�ร่่วมกัับจัักรกลที่่�เป็็น AI ได้้หรืือไม่่

สภาวะที่่� AI สามารถตััดสิินใจได้้เอง จนเกิิดปััญหาเรื่่�องช่่องว่่างของ 

ความรัับผิิดชอบสะท้้อนสภาวะที่่�มนุุษย์์ไม่่สามารถควบคุุมเทคโนโลยีีได้้ ดัังที่่�  

Matthias (2004) เสนอว่่าเทคโนโลยีีประเภทที่่�ตัดสิินใจเองได้้โดยปราศจาก 

การแทรกแซงโดยมนุุษย์์ อย่่างเช่่นวิิธีีการเรีียนรู้้�ของเครื่่�องมัักจะก่่อให้้เกิิดปััญหา 

ช่่องว่่างของความรัับผิิดชอบ เนื่่�องจากไม่่มีีใครที่่�จะสามารถควบคุุมการกระทำของ

การเรียีนรู้้�ของเครื่่�องได้้ จึงึส่่งผลไปสู่่�ปัญหาที่่�ว่าเราไม่่รู้้�ว่าจะให้้ใครหรือืผู้้�ใดรับัผิดิชอบ

การกระทำดัังกล่่าว 

ประเด็็นนี้้�เป็็นปััญหาสำคััญที่่�เป็็นแกนกลางและจุุดตั้้�งต้้นของบทความวิิจััยนี้้� 

ซึ่่�งในทางวิิชาการเรีียกว่่า ‘ปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม’ 

กล่่าวคืือ ยิ่่�ง AI ฉลาดและทำงานได้้แม่่นยำขึ้้�นมากเท่่าไหร่่ มนุุษย์์ยิ่่�งมอบหมายให้้ AI 

ทำงานแทนมากขึ้้�นเท่่านั้้�น ในขณะเดีียวกัันมนุุษย์์ก็็จะยิ่่�งมีีอำนาจในการควบคุุม 

และมีคีวามรู้้�ต่อ่ AI น้อ้ยลงไปเรื่่�อย ๆ  (Matthias, 2004) หากพิิจารณาโดยสามััญสำนึกึ

แล้้วมนุษุย์์ไม่่สามารถไปตำหนิหิรือืให้้ AI เป็็นผู้้�รับัผิดิชอบทางจริยิธรรมได้้เนื่่�องจากว่่า 

AI เป็็นวััตถุุที่่�ไม่่มีีชีีวิิต ไม่่มีีความรู้้�สำนึึกและไม่่มีีเสรีีภาพเหมืือนมนุุษย์์ หรืือพููด 

อีีกอย่่างหนึ่่�งคืือ AI ไม่่รู้้�ผิิดชอบชั่่�วดีี แต่่ครั้้�นจะให้้มนุุษย์์รัับผิิดชอบเองก็็ไม่่สามารถ

ทำได้้อีีก เนื่่�องจากมนุุษย์์ขาดทั้้�งอำนาจควบคุุมและขาดทั้้�งความรู้้�ต่่อ AI ที่่�ฉลาด 
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มากขึ้้�นทุุกวันั เราจึงึไม่่รู้้�ว่าเราควรจะระบุหุรือืกำหนดให้้ ‘ใคร’ หรือื ‘สิ่่�งใด’ มารัับผิดิชอบ

ทางจริยิธรรมต่อ่ผลที่่�เกิดิขึ้้�น ในทางทฤษฎีจีึงึเกิดิปัญัหาช่อ่งว่า่งที่่�มีแีนวโน้ม้จะขยาย

ใหญ่่ขึ้้�นเรื่่�อย ๆ 

ปััญหาสำคััญอีีกประการหนึ่่�งที่่� เกิิดจากช่่องว่่างของความรัับผิิดชอบ 

ทางจริยิธรรมคือืมันัเปิิดทางให้้ปััจเจกบุคุคลอ้้างประเด็น็นี้้�เพื่่�อหลบเลี่่�ยงความรับัผิดิชอบ

ทางจริยิธรรมที่่�เกิดิขึ้้�นจากการใช้้เทคโนโลยี ีปััจเจกบุคุคลอาจจะปฏิเิสธความรับัผิดิชอบ

ด้้วยการอ้้างว่่าการตััดสิินใจและการกระทำทั้้�งหมดล้้วนเกิิดจากระบบ AI มนุุษย์์ 

จึึงไม่่สามารถคาดการณ์์หรืือแม้้กระทั่่�งรัับผิิดชอบได้้ เนื่่�องจากเมื่่�อใดก็็ตามที่่�มนุุษย์์

มอบหมายงานให้้ AI ทำแทน เมื่่�อนั้้�นมนุุษย์์ก็็ไม่่สามารถควบคุุมสิ่่�งต่่าง ๆ ได้้  

มนุุษย์์หลุุดจากการควบคุุม (out of control) ไปเสีียแล้้ว และมนุุษย์์ก็็ขาดความรู้้� 

ว่า่ข้า้งในกล่อ่งดำของระบบ AI เกิดิอะไรขึ้้�นกัันแน่ ่เงื่่�อนไขที่่�กล่า่วมานี้้�ทำให้เ้กิดิปัญัหา

และความซัับซ้้อนในการทบทวนย้้อนกลัับเชิิงสาเหตุุของการกระทำต่่าง ๆ  มนุุษย์์จึึง

รู้้�สึึกว่่าตนไม่่สามารถรัับผิิดชอบทางจริิยธรรมได้้ 

นอกจากลัักษณะปััญหาเรื่่�องช่่องความความรัับผิิดชอบทางจริิธรรมดัังที่่� 

กล่่าวมาแล้้ว เรายัังพบลัักษณะความซัับซ้้อนของเทคโนโลยีีสมััยใหม่่ที่่�ก่่อให้้เกิิด

ปัญัหาด้า้นการกำหนดความรัับผิดิชอบทางจริยิธรรมในอีกีแง่มุ่มุหนึ่่�ง ซึ่่�งถือืว่า่มีสี่ว่น

ทำให้้ปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบยิ่่�งขยายใหญ่่ขึ้้�นไปอีีก กล่่าวคืือเราไม่่

สามารถระบุไุปที่่�ตัวัปัจัเจกบุคุคลในฐานะเป็น็ผู้้�รับัผิดิชอบแต่เ่พียีงผู้้�เดียีวได้อ้ีกีต่อ่ไป 

การมีีผู้้�เกี่่�ยวข้้องเป็็นจำนวนมากกัับเทคโนโลยีีที่่�ซับซ้้อนเช่่นนี้้�ก่่อให้้เกิิดปััญหาที่่� 

เรีียกว่่า ‘ปััญหาเรื่่�องการมีีหลายบุุคคลเกี่่�ยวข้้อง’ (problem of many hands)  

(Jonas, 1984) จากปััญหาที่่�เกี่่�ยวเนื่่�องกัับช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม

ดัังที่่�กล่่าวมาแล้้ว เมื่่�อมนุุษย์์ไม่่สามารถกล่่าวโทษอุุปกรณ์์เทคโนโลยีีได้้ รวมถึึง 

ไม่่สามารถกล่่าวโทษปััจเจกบุุคคลได้้ มนุุษย์์ก็็อาจอ้้างปััญหาการมีีหลายบุุคคล

เกี่่�ยวข้้อง โดยอ้้างว่่าความรัับผิิดชอบนั้้�นควรจะเป็็นของคนอื่่�นด้้วย แทนที่่�จะเป็็น 

ความรัับผิิดชอบของเขาที่่�ปััจเจกบุุคคลเพีียงคนเดีียว เนื่่�องจากเหตุุการณ์์เช่่นนี้้� 

มีมีนุษุย์ห์ลายคนเกี่่�ยวข้อ้ง ผู้้�ปฏิบิัตัิกิารที่่�เกี่่�ยวข้อ้งอาจจะถามได้ว้่า่เหตุใุดจึงึต้อ้งโทษ

เขาเพียีงคนเดียีวหรือืเหตุใุดความรับัผิดิชอบจึงึตกอยู่่�ที่่�เขาเพียีงคนเดียีว ยิ่่�งไปกว่่านั้้�น 

ในกรณีีของ AI ที่่�มีีความเกี่่�ยวข้้องกัับข้้อมููลและโลกวััตถุุที่่�ซัับซ้้อนที่่�ไม่่ใช่่มนุุษย์์ เช่่น 

ชุุดข้้อมููล ระบบอััลกอริิทึึมที่่�ตััดสิินใจได้้เอง เครืือข่่ายอิินเตอร์์เน็็ต ระบบคลาวด์์ 

ลักัษณะเชิงิวัตัถุทุี่่�เข้้ามาเกี่่�ยวข้้องกับักระบวนการตััดสินิใจ รวมถึงึการกระทำที่่�เกิดิขึ้้�น

จากปฏิิสััมพัันธ์์ระหว่่างมนุุษย์์และจัักรกล ฯลฯ เราจึึงอาจเรีียกลัักษณะปััญหา 
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เชิิงวััตถุุนี้้�ได้้ว่่า ‘ปััญหาการมีีหลายสิ่่�งเกี่่�ยวข้้อง’ (problem of many things)  

(Coeckelbergh, 2020a, pp. 113-114) ทั้้�งนี้้� Tigard (2020) ตั้้�งข้้อสัังเกตว่่าปััญหา

เรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรมของ AI เกิิดขึ้้�นเนื่่�องจากมุุมมองแบบ

ปััจเจกชนนิิยมและมโนทััศน์์เรื่่�องความรัับผิิดชอบทางจริิยธรรมแบบดั้้�งเดิิม  

ความรัับผิิดชอบทางจริิยธรรมจึึงผููกโยงอยู่่�กัับความเป็็นสาเหตุุ (causality) กล่่าวคืือ 

ผู้้�กระทำการได้้กระทำสิ่่�งต่่าง ๆ  อันัเกิดิมาจากสาเหตุุและความมุ่่�งหมายของเนื้้�อหาจิติ 

หรืือแม้้จะไม่่มีีความมุ่่�งหมายของจิิต แต่่เราก็็อาจพิิจารณาได้้ว่่าผู้้�กระทำการนั้้�น

เป็็นต้้นเหตุุของผลที่่�ตามมา แม้้ว่่าแบบหลัังนี้้�จะเป็็นนิิยามที่่�อ่่อนกว่่าแบบแรกก็็ตาม 

แต่ก่็ถ็ือืว่า่เป็น็วิธิีคีิดิแบบเชิงิสาเหตุทุั้้�งสิ้้�น นอกจากนี้้� Matthias (2004) ยังัชี้้�ว่า่ ปัญัหา

เรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรมของ AI ไม่่สามารถแก้้ปััญหาได้้ด้้วย

มโนทััศน์์แบบดั้้�งเดิิมที่่�มีีฐานคิิดวางอยู่่�ในหลัักการเชิิงสาเหตุุ 

จากที่่�ได้้กล่่าวมา จะเห็น็ว่่าประเด็น็ปััญหาทางปรััชญาเรื่่�อง AI กับัความรัับผิดิชอบ

ทางจริิยธรรมโดยเฉพาะปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม 

เป็็นเรื่่�องที่่�ต้องได้้รัับการแก้้ไข ในส่่วนต่่อไปของบทความ ผู้้�เขีียนจะมุ่่�งอภิิปราย 

ข้้อถกเถีียงต่่าง ๆ  เพื่่�อนำเสนอมุุมมองทางปรััชญาที่่�พยายามเสนอความเป็็นไปได้้ใน

การแก้้ปััญหาดัังกล่่าว

สรุุปและอภิิปรายผล

ในการพิิจารณาประเด็็นเรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม 

ของ AI นั้้�น วิธิีคีิิดตั้้�งต้้นที่่�แตกต่่างกันัจะทำให้้เรามองเห็น็ปัญัหาเรื่่�องนี้้�ไปต่่างกันั เช่่น 

เราอาจมีีวิิธีีคิิดแบบการมองโลกในแง่่ดีีของเทคโนโลยีี (techno-optimism) ที่่�เห็็นว่่า

ปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรมสามารถแก้้ไขได้้ (Tigard, 

2020) เป้้าหมายของบทความวิิจััยนี้้�คืือการมองหาความเป็็นไปได้้ในการแก้้ปััญหา

เรื่่�องช่่องว่่างของความรัับผิิดชอบทางจริิยธรรม ผู้้�เขีียนจึึงขอยึึดวิิธีีคิิดแบบมองโลก

ในแง่ด่ีเีป็น็จุดุตั้้�งต้น้ โดยที่่�ในส่ว่นนี้้� ผู้้�เขียีนจะอภิปิรายเพื่่�อนำเสนอมุมุมองทางปรัชัญา

ที่่�พยายามเสนอความเป็็นไปได้้ในการแก้้ปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบ 

ทางจริิยธรรม โดยที่่�ผู้้�เขีียนมีีข้้อเสนอหลััก 2 ข้้อ ดัังนี้้� 

1. ความรัับผิดิชอบทางจริิยธรรมของ AI จำเป็็นต้อ้งยึดึโยงกัับการเป็็นผู้้�กระทำ

การทางจริิยธรรมในแบบที่่�ไม่่ใช้้กรอบคิิดแบบดั้้�งเดิิม 

2. การนำเสนอมโนทัศัน์เ์รื่่�องการเป็น็ผู้้�กระทำการทางจริยิธรรมในฐานะที่่�เป็น็

ปฏิสิัมัพันัธ์ร์่ว่มกันัระหว่า่งมนุุษย์ก์ับัปััญญาประดิษิฐ์เ์ป็น็สิ่่�งจำเป็็นต่อ่ความรัับผิดิชอบ
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ทางจริิยธรรมของ AI

ข้้อเสนอหลัักข้้อที่่� 1: ความรัับผิิดชอบทางจริิยธรรมของ AI จำเป็็น 

ต้้องยึึดโยงกัับการเป็็นผู้้�กระทำการทางจริิยธรรมในแบบที่่�ไม่่ใช้้กรอบคิิด 

แบบดั้้�งเดิิม

การที่่�เราจะเห็็นด้้วยกัับแนวคิิดที่่�ว่่าความรัับผิิดชอบทางจริิยธรรมยึึดโยง 

อยู่่�กับการเป็็นผู้้�กระทำการนั้้�น เราต้้องมีีข้้อสัันนิิษฐานเริ่่�มต้้นว่่าความรัับผิิดชอบ 

ทางจริยิธรรมต้อ้งการการเป็น็ผู้้�กระทำการมาเป็น็สิ่่�งรองรับั หรือืกล่า่วอีกีอย่า่งหนึ่่�ง

คืือ การเป็็นผู้้�กระทำการคืือเงื่่�อนไขหรืือสารััตถะสำคััญของความรัับผิิดชอบ 

ทางจริิยธรรม นั่่�นหมายความว่่า ถ้้าเราสามารถระบุุการเป็็นผู้้�กระทำการทาง

จริยิธรรมได้้ เราก็ส็ามารถกำหนดความรับัผิดิชอบทางจริยิธรรมให้้ผููกพันักับัผู้้�กระทำการ

นั้้�นได้้

ในแวดวงการวิจิัยั AI มีขี้อ้เสนอว่า่การวิจิัยัและถกเถียีงเรื่่�องจริยิศาสตร์ป์ัญัญา

ประดิิษฐ์์ นอกจากการมุ่่�งเน้้นที่่�ตััวมนุุษย์์แล้้ว เราควรมีีทิิศทางที่่�ให้้ความสำคััญกัับ

การพิิจารณาทางจริิยธรรมของสิ่่�งที่่�ไม่่ใช่่มนุุษย์์ด้้วยเช่่นกััน เช่่น สััตว์์ สิ่่�งมีีชีีวิิต 

ทางชีีววิิทยา สิ่่�งแวดล้้อม และ AI (Owe & Baum, 2021) ในทำนองเดีียวกัันนี้้�  

เราก็พ็บนักัวิจิัยัที่่�พยายามเสนอการสร้้าง AI เพื่่�อกำหนดให้้ AI สามารถมีคีวามรับัผิดิชอบ

ทางจริยิธรรมได้ ้ข้อ้เสนอเช่น่นี้้�สามารถแบ่ง่ได้เ้ป็น็ 2 แบบ คือื การสร้า้งผู้้�กระทำการ

ทางจริิยธรรมโดยใช้้กรอบคิิดแบบดั้้�งเดิิม และการสร้้างผู้้�กระทำการทางจริิยธรรม

โดยไม่่ใช้้กรอบคิิดแบบดั้้�งเดิิม แบบแรกเป็็นสิ่่�งที่่�ผู้้� เขีียนปฏิิเสธ ส่่วนแบบ 

ที่่�สองเป็็นสิ่่�งที่่�ผู้้�เขีียนเห็็นด้้วย

ผู้้�เขีียนขอเริ่่�มจากการกล่่าวถึึงแนวคิิดในการสร้้าง AI ให้้เป็็นผู้้�กระทำการ 

ทางจริยิธรรมโดยใช้ก้รอบคิดิแบบดั้้�งเดิมิ ซึ่่�งเป็น็แนวคิดิที่่�ผู้�เขียีนไม่เ่ห็น็ด้ว้ย การสร้า้ง

ผู้้�กระทำการทางจริยิธรรมโดยใช้ก้รอบคิดิแบบดั้้�งเดิมิ คือืการพยายามสร้า้งผู้้�กระทำ

การทางจริิยธรรม (moral agent) ให้้เหมืือนกัับมนุุษย์์ การใช้้คำว่่า ‘กรอบคิิด 

แบบดั้้�งเดิิม’ ในบริิบทนี้้�ผู้�เขีียนหมายถึึงมุุมมองที่่�เห็็นว่่า มนุุษย์์มีีคุุณลัักษณะของ 

การเป็น็ผู้้�กระทำการทางจริิยธรรมที่่�มีคีวามรัับผิดิชอบทางจริยิธรรมเช่น่ใด AI ก็ต็้อ้ง

มีีคุุณลัักษณะในแบบเดีียวกัันทุุกประการ ผู้้�เขีียนตั้้�งข้้อสัังเกตว่่าความเข้้าใจต่่อ 

มโนทััศน์์เรื่่�อง AI ส่่งผลต่่อความคิิดเรื่่�องความรัับผิิดชอบทางจริิยธรรม กล่่าวคืือ  

หากเรามีีความเชื่่�อว่่าเราจะสามารถสร้้าง AI หรืือหุ่่�นยนต์์ได้้เหมืือนมนุุษย์์จริิง ๆ  

เราก็็มีีแนวโน้้มที่่�จะคิิดแบบเทีียบเคีียงกัันตรง ๆ ระหว่่าง AI กัับมนุุษย์์ หรืือมีีวิิธีีคิิด

แบบมานุุษยรููปนิิยม (anthropomorphism) กล่่าวคืือ หากเราเชื่่�อว่่าเราสามารถสร้้าง 
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AI ให้้มีีเนื้้�อหาจิิต มีีจิิตสำนึึก และมีีเจตจำนงเสรีีได้้จริิง เราก็็สามารถคิิดถึึง AI ได้้ 

ในระนาบเดีียวกัับมนุุษย์์ คืือมองว่่า AI เป็็นเหมืือนมนุุษย์์แบบหนึ่่�ง รวมถึึงอาจ

พิิจารณา AI แบบนี้้�ว่่ามีีลัักษณะเป็็นผู้้�กระทำการทางจริิยธรรมเหมืือนกัับที่่�มนุุษย์์ 

เป็็น AI จึึงสามารถตััดสิินใจและกระทำการในสิ่่�งต่่าง ๆ  อย่่างเป็็นอิิสระจากมนุุษย์์ได้้ 

และ AI จึงึต้อ้งรับัผิดิชอบทางจริยิธรรมในสิ่่�งที่่�มันกระทำได้ด้้ว้ยตัวัเองอย่า่งเป็น็อิสิระ

จากมนุุษย์์ได้้เช่่นกััน 

แนวคิิดแบบนี้้�มีีจุุดเด่่นในเรื่่�องความสมเหตุุสมผลในการพิิจารณาเรื่่�อง 

ความรัับผิิดชอบทางจริิยธรรม โดยมีีความสอดคล้้องกัับกรอบคิิดแบบดั้้�งเดิิมของ 

อาริิสโตเติิลอัันเป็็นจุุดแข็็งทางปรััชญามาโดยตลอด ดัังนั้้�น ถ้้าหากว่่าข้้อเท็็จจริิง 

ในโลกอนาคตเป็น็ไปตามฉากทัศัน์แ์บบนี้้�ได้จ้ริงิ ๆ  นั่่�นก็ห็มายความว่า่มนุษุย์อ์าจต้อ้ง

ยกสถานะให้้ AI หรืือหุ่่�นยนต์์เป็็นพลเมืืองหรืือมีีสิิทธิิทางกฎหมายและต้้องจ่่ายภาษีี

เหมือืนกับัมนุุษย์ ์เนื่่�องจากเราพิจิารณาว่า่ AI หรือืหุ่่�นยนต์ต์ัวัหนึ่่�งก็เ็ป็น็เหมือืนมนุษุย์์

คนหนึ่่�ง ท้้ายที่่�สุุดแล้้ว ข้้อท้้าทายสำหรัับวิิธีีคิิดนี้้�ขึ้้�นอยู่่�กัับหลัักฐานเชิิงประจัักษ์์และ

ความก้า้วหน้า้ในการสร้้าง AI และเกี่่�ยวข้้องกัับข้อ้ถกเถีียงเชิงิทฤษฎีใีนเรื่่�องความเป็็น

ไปได้้ที่่�จะสร้้าง AI ที่่�มีีจิิตสำนึึกและเจตจำนงเสรีี 

อย่่างไรก็็ตาม แนวคิิดนี้้�ก็็ยัังมีีจุุดอ่่อน เนื่่�องจากต้้องเผชิิญคำถามและ 

ความสงสััยเรื่่�องความเป็็นไปได้้ที่่�จะสร้้าง AI ที่่�มีีคุุณลัักษณะต่่าง ๆ  เหมืือนกัับมนุุษย์์

ทุุกประการ ดัังที่่�กล่่าวมาแล้้วว่่าวิิธีีคิิดเช่่นนี้้�เป็น็การยึึดแนวคิิดเรื่่�องความรัับผิิดชอบ

ทางจริิยธรรมตามกรอบแบบดั้้�งเดิิม เพีียงแค่่นำคุุณลัักษณะของผู้้�กระทำการ 

เชิิงจริิยธรรมของมนุุษย์์ไปสวมครอบไว้้บน AI ที่่�ถููกสร้้างขึ้้�นมาเพื่่�อให้้มีีคุุณลัักษณะ

เหมือืนมนุษุย์ทุ์ุกประการ (human-like attribution) ซึ่่�งแนวคิดินี้้�เป็น็สิ่่�งที่่�ผู้้�เขียีนปฏิเิสธ 

ด้้วยเหตุุผล 2 ประการ 

ประการแรก ผู้้�เขีียนปฏิิเสธความเป็็นไปได้้ในการสร้้าง AI ที่่�มีีคุุณลัักษณะ

เหมืือนมนุุษย์์ทุุกประการ เนื่่�องจากลัักษณะเฉพาะทางชีีววิิทยาของมนุุษย์์ที่่�ผ่่านการ

วิวิัฒันาการตามธรรมชาติมิาอย่า่งยาวนานน่า่จะเป็น็สิ่่�งที่่�เลียีนแบบหรืือสร้า้งขึ้้�นเอง

ได้้ยาก นอกจากนี้้� การประมวลผลของ AI ไม่่ได้้กระทำในลัักษณะเดีียวกัับสมอง

มนุุษย์์ทุุกประการ หากลัักษณะการประมวลผลของทั้้�งสองสิ่่�งมีีความแตกต่่างกััน 

ก็็เป็็นไปได้้ยากที่่�จะสร้้าง AI ที่่�มีีคุุณลัักษณะเหมืือนกัับมนุุษย์์ทุุกประการ นอกจากนี้้� 

ยัังมีีประเด็็นข้้อถกเถีียงเรื่่�องความเป็็นไปได้้ที่่�จะสร้้าง AI ที่่�มีีจิิตสำนึึกเหมืือนมนุุษย์์ 

กล่่าวคือื ยังัมีปัีัญหาช่่องว่่างเชิงิญาณวิทิยาที่่�แก้้ไขยาก จิติสำนึกึเป็็นมุมุมองเชิงิอัตัวิสิัยั 

(subjective) ในขณะที่่�การวิิจััยทางวิิทยาศาสตร์์เป็็นการมุ่่�งหาหลัักฐานเชิิงประจัักษ์์



ปััญญาประดิิษฐ์์กัับความรัับผิิดชอบทางจริิยธรรม: ประเด็็นปััญหาทางปรััชญา

	  	 43

เป็็นมุุมมองเชิิงวััตถุุวิิสััย (objective) ดัังนั้้�น เราจึึงไม่่สามารถใช้้วิิธีีการเชิิงวััตถุุวิิสััย 

ไปตรวจหาหรืือรัับรองการมีีอยู่่�ของจิิตสำนึึกซึ่่�งเป็็นสิ่่�งอััตวิิสััยได้้ เช่่นเดีียวกัับการที่่�

เราไม่ส่ามารถสร้า้ง AI ที่่�มีจีิติสำนึกึได้ห้ากเรายัังไม่ส่ามารถเข้า้ใจจิติสำนึกึอย่า่งเป็น็

วััตถุุวิิสััยหรืืออย่่างเป็็นวิิทยาศาสตร์์ได้้ เหตุุผลประการแรกนี้้�นำมาสู่่�การปฏิิเสธ 

ความเชื่่�อที่่�ว่่า AI ในตััวมัันเองจะสามารถรัับผิิดชอบทางจริิยธรรมได้้อย่่างเป็็นอิิสระ

จากมนุุษย์์ เนื่่�องจาก AI ไม่่มีีความรู้้�สำนึึกและไม่่มีีเจตจำนงเสรีีเหมืือนกัับที่่�มนุุษย์์มีี 

(Johnson, 2015; Sharkey, 2017; Hakli & Mäkelä, 2019; Bernáth, 2021) ดัังนั้้�น 

การพยายามสร้้าง AI ให้เ้ป็็นผู้้�กระทำการทางจริิยธรรมในแบบที่่�เหมืือนมนุุษย์เ์พื่่�อให้้

มัันรัับผิิดชอบได้้อย่่างเป็็นอิิสระจากมนุุษย์์จึึงเป็็นคำกล่่าวอ้้างที่่� ‘ไปไกลเกิินไป’  

(going too far) (Gunkel, 2020, p. 313)

ประการที่่�สอง ผู้้�เขีียนปฏิิเสธแนวทางการตั้้�งเป้้าหมายการสร้้าง AI ให้้มีี

คุุณลัักษณะเหมืือนมนุุษย์์ ข้้อนี้้�เป็็นความคิิดเห็็นในเชิิงปทััสถาน (normative)  

ของผู้้�เขีียน กล่่าวคืือ ผู้้�เขีียนคิิดว่่ามนุุษย์์ไม่่ควรตั้้�งเป้้าหมายที่่�จะสร้้าง AI ให้้เหมืือน

มนุุษย์์ เนื่่�องจากการทำเช่่นนี้้�มีีแนวโน้้มนำไปสู่่�การลดทอนคุุณค่่าและศัักดิ์์�ศรีี 

ความเป็็นมนุุษย์์ หากจะสร้้าง AI เราควรสร้้าง AI ขึ้้�นมาเพื่่�อให้้มัันเป็็น AI เท่่านั้้�น 

กล่่าวคืือ เราไม่่ควรสร้้าง AI ขึ้้�นมาเพื่่�อให้้มัันเป็็น (เหมืือน) มนุุษย์์ การกระทำเช่่นนี้้�

มีีแนวโน้้มสร้้างความเสี่่�ยงต่่อการดำรงอยู่่�ของมนุุษย์์ (existential risk) นอกจากนี้้�  

การพยายามสร้้าง AI ให้้เหมืือนมนุุษย์์อาจจะยิ่่�งทำให้้มนุุษย์์เข้้าใจสภาพการณ์์ 

ของ AI ผิิดเพี้้�ยนไปจากความเป็็นจริิงในเชิิงวิิทยาศาสตร์์ ดัังที่่� Tigard, Conradie, & 

Nagel (2020) ชี้้�ว่า ยิ่่�งเราพยายามสร้้าง AI ที่่�สามารถรับัผิดิชอบได้้เองหรือืสร้้างวิธิีคีิดิ

ที่่�จะทำให้้ AI มีีสถานะทางจริิยธรรมบางอย่่างเหมืือนมนุุษย์์มากเท่่าไหร่่มัันก็็จะยิ่่�ง

ทำให้้ปัญัหาต่่าง ๆ  รุนุแรงขึ้้�นไปอีีก กล่่าวคืือ มันัจะทำให้้เราจิินตนาการไปว่่าจักัรกล 

(ซึ่่�งไม่่มีชีีวีิติ) กลายเป็็นอะไรบางอย่่างที่่�มากกว่่าหรือืเกินิไปจากสิ่่�งที่่�มันเป็็นอยู่่�จริงิ ๆ 

เช่่น เราอาจจิินตนาการไปว่่าจัักรกลที่่�มีีความรัับผิิดชอบทางจริิยธรรมเป็็นจัักรกล 

ที่่�มีีอารมณ์์ความรู้้�สึึก จิินตนาการเช่่นนี้้�ทำให้้ข้้อสัันนิิษฐานเบื้้�องต้้นของเราหลุุดลอย

จากความเป็็นจริิงเชิิงประจัักษ์์และอาจทำให้้เรามุ่่�งแก้้ปััญหาต่่าง ๆ ในทิิศทางที่่� 

ผิิดเนื่่�องจากเราเข้้าใจสภาพการณ์์ที่่�แท้้จริิงของความเป็็น AI ผิิดเพี้้�ยนไป

ในส่่วนต่่อไป ผู้้�เขีียนจะอภิิปรายเพื่่�อสนัับสนุุนข้้อเสนอหลัักข้้อที่่� 1 ในเรื่่�อง 

การสร้า้ง AI ให้้เป็็นผู้้�กระทำการทางจริิยธรรมโดยไม่่ใช้ก้รอบคิดิแบบดั้้�งเดิิม หากเรา

ปฏิิเสธจิินตนาการแบบมานุุษยรููปนิิยมที่่�คิิดว่่า AI มีีคุุณลัักษณะทุุกประการ 

เหมืือนมนุุษย์์ออกไป เราก็็ควรจะเชื่่�อว่่า AI หรืือหุ่่�นยนต์์เป็็นได้้แค่่เพีียงระบบ 
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การวิิเคราะห์์และคาดการณ์์จากการประมวลผลข้้อมููลเท่่านั้้�น เรีียกได้้ว่่า 

เป็็นซอฟต์์แวร์์รููปแบบหนึ่่�งที่่�ทำงานบนฐานของโครงสร้้างฮาร์์ดแวร์์หรือืวััตถุุรููปแบบหนึ่่�ง 

แม้้จะมีีศัักยภาพมากเพีียงใดก็็ไม่่สามารถกล่่าวได้้ว่่าเป็็นผู้้�กระทำการทางจริิยธรรม

ได้้อย่่างสมบููรณ์์เหมืือนกัับที่่�มนุุษย์์เป็็น  

มีีงานวิิจััยจำนวนหนึ่่�ง เช่่น Floridi and Sanders (2004) Wallach and Allen 

(2009) และ Anderson and Anderson (2011) ที่่�พยายามปรัับเปลี่่�ยนนิิยามหรืือ 

มโนทััศน์์ของคำว่่าผู้้�กระทำการทางจริิยธรรมใหม่่ เพื่่�อหลีีกหนีีกรอบคิิดแบบดั้้�งเดิิม 

นั่่�นคืือมีีการเสนอให้้สร้้าง ‘ผู้้�กระทำการทางจริิยธรรมแบบประดิิษฐ์์’ (Artificial  

Moral Agent: AMA) ซึ่่�งเป็็นการพยายามสร้้างกรอบคิิด สร้า้งคำนิยิามและคำอธิบิาย

แบบใหม่ ่เพื่่�อนำไปอธิบิาย AMA ที่่�แม้ไ้ม่ใ่ช่ผู่้้�กระทำการทางจริิยธรรมที่่�เหมือืนมนุุษย์์ 

แต่่ก็็อาจถืือได้้ว่่าเป็็นผู้้�กระทำการทางจริิยธรรมได้้ในบางระดัับโดยไม่่จำเป็็นต้้องใช้้

กรอบคิดิดั้้�งเดิมิที่่�ผููกโยงอยู่่�กับัการมีจีิติสำนึกึ เจตจำนงเสรี ีและเนื้้�อหาของจิติ แนวคิดินี้้�

เป็็นแนวคิิดที่่�ค่่อนไปทางด้้านการต่่อต้้านมานุุษยรููปนิิยม (anti-anthropomorphism) 

รวมถึึงต่่อต้้านแนวคิิดมนุุษย์์เป็็นศููนย์์กลาง (anti-anthropocentrism) 

แนวคิิดนี้้�มีีการนำเสนอให้้ปรัับมโนทััศน์์ใหม่่ (reconceptualization) ของการ

เป็็นผู้้�กระทำการทางจริิยธรรม โดยเพิ่่�มมโนทััศน์์คำว่่า ‘แบบประดิิษฐ์์’ (artificial) 

เข้้าไป กลายเป็็นคำใหม่่ว่่า ‘ผู้้�กระทำการทางจริิยธรรมแบบประดิิษฐ์์’ ผู้้�เขีียนมีีข้้อ

สัังเกตว่่าโดยปกติิคำว่่า ‘ผู้้�กระทำการเชิิงจริิยธรรม’ หมายถึึงผู้้�มีีคุุณลัักษณะในด้้าน

การกระทำเชิิงจริิยธรรมซึ่่�งเป็็นมนุุษย์์เท่่านั้้�น เหมืือนกัับกรณีีคำว่่า ‘ปััญญา’ หรืือ 

intelligence ที่่�โดยความหมายปกติิจะหมายถึึงปััญญาหรืือความฉลาดของมนุุษย์์

เท่่านั้้�น และเมื่่�อมีีการประดิิษฐ์์หรืือสร้้างปััญญาขึ้้�นมา จึึงมีีคำเรีียกว่่า ‘ปััญญา

ประดิิษฐ์์’ ความน่่าสนใจอยู่่�ตรงที่่�ในการนิิยามคำว่่าปััญญาประดิิษฐ์์นั้้�น เราสามารถ

นิิยามว่่าเป็็นความฉลาดหรืือปััญญาที่่�ไม่่ใช่่แบบมนุุษย์์ก็็ได้้ แม้้ว่่าเทคนิิคการเรีียนรู้้�

เชิิงลึึกจะได้้แรงบัันดาลใจมาจากการทำงานของสมองมนุุษย์์ก็็ตาม แต่่มัันก็็ไม่่ได้้

ทำงานเหมืือนกัับสมองมนุุษย์์ การที่่� AI สามารถแยกภาพหมาจิ้้�งจอกออกจาก 

หมาพุุดเดิิลได้้นั้้�น ระบบด้้านความฉลาดหรืือด้้านปััญญาที่่�กระทำเช่่นนั้้�นไม่่ได้้ 

มีีลัักษณะการประมวลผลเหมืือนกัับตอนที่่�สมองมนุุษย์์ทำการแยกภาพหมาจิ้้�งจอก

ออกจากหมาพููเดิลิ ในแง่น่ี้้� กล่า่วได้ว้่า่คำว่า่ ‘ผู้้�กระทำการทางจริยิธรรมแบบประดิษิฐ์’์ 

(หรืือ AMA) จึึงไม่่จำเป็็นต้้องนิิยามเหมืือนกัับ ‘ผู้้�กระทำการทางจริิยธรรม’  

(แบบมนุุษย์์) เสมอไป
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ตััวอย่่างการเสนอแนวคิิด AMA เช่่น Anderson and Anderson (2011) ที่่�เสนอ

ว่่าจัักรกลอาจจะทำตามกฎทางจริิยธรรมได้้ดีีกว่่ามนุุษย์์ และการสร้้าง AI ที่่�มีี 

ความสามารถในการใช้้เหตุุผลอย่่างไม่่มีีอคติินั้้�นมีีความเป็็นไปได้้ ข้้อเสนอทำนองนี้้�

ตั้้�งอยู่่�บนสมมติิฐานที่่�ว่่า AI ที่่�ถููกฝึึกมาอย่่างดีีจะสามารถเข้้าใจและทำตามกฎ

จริิยธรรมได้้ดีีกว่่ามนุุษย์์ เนื่่�องจากมนุุษย์์มัักจะอ่่อนแอและยอมให้้อารมณ์์อยู่่�เหนืือ

เหตุผุล (Anderson & Anderson, 2011; Coeckelbergh, 2020c, p. 154; Gunkel; 2020) 

ในขณะที่่� Wallach and Allen (2009) เสนอแนวคิิดเรื่่�องจัักรกลที่่�มีีจริิยธรรม (moral 

machine) และยืนืยันัว่า่การสร้า้ง AMA เป็น็สิ่่�งจำเป็น็ โดยหลีกีเลี่่�ยงมุมุมองแบบดั้้�งเดิมิ

ด้้วยการปฏิิเสธการพยายามสร้้าง AI ที่่�มีีจิิตสำนึึกหรืือเจตจำนงเสรีี ทว่่าเสนอให้้ใช้้

มุุมมองทางจริิยธรรมเชิิงหน้้าที่่� (functional morality approach) ด้้วยการพิิจารณาว่่า 

AI สามารถตอบสนองหรืือแสดงถึึงพฤติิกรรมที่่�มีีความไวทางจริิยธรรม (moral  

sensitivity) บางประการได้้หรืือไม่่ ถ้้าทำได้้แสดงว่่า AI มีีลัักษณะของ AMA นั่่�นคืือ 

AI มีีพฤติิกรรมภายนอกที่่�แสดงออก ‘ราวกัับว่่า’ (as-if) มัันเป็็นผู้้�กระทำการทาง

จริยิธรรมจริงิ ๆ  (Coeckelbergh, 2020c, pp. 154-155) นอกจากนี้้� เรายังัพบข้อ้เสนอ

เรื่่�อง AMA โดย Floridi and Sanders (2004) ที่่�พยายามสร้้างกรอบมโนทััศน์์ขึ้้�นใหม่่

อย่่างชััดเจน กล่่าวคืือ ให้้ตััดการพิิจารณาเรื่่�องจิิตรู้้�สำนึึก เจตจำนงเสรีี และเนื้้�อหา

จิิตออกไปจากคำนิิยามของการเป็น็ AMA และเสนอกรอบเงื่่�อนไข 3 ประการสำหรับั

นิิยามใหม่่นี้้� คืือ (ก) ความสามารถเปลี่่�ยนสภาวะตนเองด้้วยการตอบสนองต่่อสิ่่�งเร้้า 

(ข) ความสามารถเปลี่่�ยนสภาวะตนแม้้จะไม่่มีีสิ่่�งเร้้า และ (ค) ความสามารถเปลี่่�ยน

กฎเกณฑ์์บางประการโดยที่่�สภาวะของมัันก็็เปลี่่�ยนแปลงไปด้้วย หาก AI มีีเงื่่�อนไข

ครบ 3 ข้้อนี้้�ก็็ถืือว่่าเรีียกได้้เป็็น AMA 

แม้้ว่่าผู้้�เขีียนจะสนัับสนุุนแนวคิิดที่่�ว่่าความรัับผิิดชอบทางจริิยธรรมของ AI 

จำเป็็นต้้องยึึดโยงกัับการเป็็นผู้้�กระทำการทางจริิยธรรม แต่่ในขณะเดีียวกััน ผู้้�เขีียน

ก็็ไม่่เห็็นด้้วยในกรณีีที่่�อาจมีีความเป็็นไปได้้ในการนำมโนทััศน์์เรื่่�อง AMA ไปผููกโยง

กัับความรัับผิิดชอบทางจริิยธรรมที่่�เป็็นอิิสระจากมนุุษย์์ เนื่่�องด้้วยผู้้�เขีียนปฏิิเสธว่่า 

AI จะทำงานอย่่างเป็็นอิสิระจากมนุุษย์แ์ละสิ่่�งอื่่�นได้้ ดังัที่่� Dodig-Crnkovic, & Persson 

(2008) ชี้้�ว่่าปฏิิบััติิการของ AI เป็็นระบบแบบเทคโนสัังคม (socio-technological 

systems) ปฏิิบััติิการและสภาวะเกี่่�ยวข้้องดัังกล่่าวจึึงไม่่สามารถแยกขาดจากมนุุษย์์

และสัังคมได้้ แม้้ว่่าผู้้�เขีียนจะเห็็นว่่าในกรณีีของ AI ‘การเป็็นผู้้�กระทำการทาง

จริยิธรรม’ เป็็นเงื่่�อนไขจำเป็็นของ ‘ความรับัผิดิชอบทางจริยิธรรม’ ทว่า่ ‘ผู้้�กระทำการ

ทางจริิยธรรม’ ดัังกล่่าวนี้้� ต้้องไม่่ใช่่ AI ที่่�เป็็นอิิสระจากมนุุษย์์ แต่่เป็็นปฏิิสััมพัันธ์์ 
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ร่่วมกันัระหว่่าง AI กับัมนุษุย์์ ดังัที่่�จะอภิปิรายต่่อไปในข้้อเสนอหลักัข้้อที่่� 2 ในส่่วนท้้าย

ของบทความ

อย่า่งไรก็็ตาม ในตอนนี้้�ผู้�เขียีนขอใช้พ้ื้้�นที่่�ตรงนี้้�อภิปิรายต่อ่ถึงึประเด็็นที่่�ผู้�เขียีน

กำลัังอ้้างว่่าในกรณีีของ AI นั้้�น ‘การเป็็นผู้้�กระทำการทางจริิยธรรม’ เป็็นเงื่่�อนไข

จำเป็็นของ ‘ความรัับผิดิชอบทางจริยิธรรม’ มาถึงึตรงนี้้� ผู้้�อ่านอาจจะรู้้�สึกึว่่ามีข้ี้อโต้้แย้้ง

ต่่อข้้ออ้้างนี้้�ของผู้้�เขีียนใน 2 ประการ ดัังนี้้� 

ข้้อโต้้แย้้งประการแรก ในกรณีีที่่�ลองย้้อนกลัับไปใช้้กรอบคิิดดั้้�งเดิิมแบบ 

อาริิสโตเติิลก็็อาจกล่่าวได้้ว่่า สมมุุติิว่่าแม้้เราจะสร้้าง AI ที่่�สามารถมีีความรู้้�และ 

มีีเจตจำนงเสรีีได้้สำเร็็จตามวิิธีีคิิดแบบมานุุษยรููปนิิยม กระทั่่�งเราเข้้าใจว่่า AI เป็็น 

ผู้้�กระทำการทางจริิยธรรมได้้จริิง ๆ เนื่่�องจาก AI รู้้�ว่่าตััวเองทำอะไรอยู่่�และเลืือก

การกระทำได้้อย่่างอิิสระ (แบบที่่�มนุุษย์์เป็็นและเข้้าเงื่่�อนไขแบบอาริิสโตเติิล) แต่่นี่่�ก็็

ไม่ไ่ด้ร้ับัประกัันว่า่ AI จะสามารถรัับผิดิชอบทางจริยิธรรมในสิ่่�งที่่�มันกระทำได้ ้(Tigard, 

2021, p. 436) ดังันั้้�น ความสามารถในการกำหนดการเป็น็ผู้้�กระทำการทางจริยิธรรม 

(ตามกรอบคิิดแบบดั้้�งเดิิม) ให้้กัับ AI ได้้นั้้�นไม่่ได้้นำไปสู่่�ผลลััพธ์์ที่่�ว่่าเราจะสามารถ

กำหนดความรัับผิิดชอบทางจริิยธรรมให้้ AI ได้้ด้้วย 

ข้้อโต้้แย้้งประการที่่�สอง ในกรณีีที่่�พยายามสร้้าง AMA ที่่�ไม่่จำเป็็นต้้อง 

เหมืือนมนุุษย์์ การสร้้าง AMA ได้้สำเร็็จก็็ไม่่ได้้นำไปสู่่�ความรัับผิิดชอบทางจริิยธรรม 

กล่่าวคืือ การที่่� AMA แสดงออกถึึงการเป็็นผู้้�กระทำการในเชิิงจริิยธรรมนั้้�น ไม่่ได้้ 

ส่่งผลผููกพัันว่่ามัันจะต้้องมีีความรัับผิิดชอบทางจริิยธรรมอย่่างเป็็นอิิสระจากมนุุษย์์

ด้้วยเสมอไป เราไม่่แน่่ใจว่่า AI จะสามารถมีีความรัับผิิดชอบทางจริิยธรรมได้้หรืือไม่่ 

แม้ว้่า่มันัจะเรียีกได้ว้่า่เป็น็ ‘ผู้้�กระทำการทางจริยิธรรมแบบประดิษิฐ์’์ หรือื AMA ก็ต็าม 

ดัังที่่� Nyholm (2020, p. 55) ชี้้�ว่่า แม้้การสร้้าง AMA อาจจะสำเร็็จในแง่่ที่่�ออกแบบ

โปรแกรมให้้ AI สามารถตัดัสินิใจทางจริยิธรรมตามหลักัการทางจริยิธรรมที่่�ยอมรับัได้้ 

แต่่ก็็ไม่่ได้้หมายความว่่า AMA เช่่นนี้้�จะสามารถรัับผิิดชอบทางจริิยธรรมได้้ด้้วย 

เนื่่�องจากเป็็นเพีียงการสร้้างเครื่่�องจัักรที่่�ปฏิิบัตัิิตามหลัักเกณฑ์์ทางจริิยธรรมเท่่านั้้�น 

โดยไม่่ได้้รัับประกัันว่่าเครื่่�องจัักรเหล่่านี้้�จะสามารถมีีความรัับผิิดชอบทางจริิยธรรม

ได้้ด้้วย การที่่�จักรกลสามารถตััดสิินใจและปฏิิบััติิตามหลัักเกณฑ์์ทางจริิยธรรมได้้ 

เป็็นเพีียงการบ่่งชี้้�ว่่ามัันสามารถคิิดได้้อย่่างมีีเหตุุผลตามหลัักเกณฑ์์ทางจริิยธรรม 

แต่่ไม่่ได้้เกี่่�ยวข้้องอะไรกัับการบอกว่่ามัันจะสามารถรัับผิิดชอบในสิ่่�งที่่�มันตััดสิินใจ 

ได้้ด้้วยตััวของมัันเอง 
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ผู้้�เขียีนเห็น็ว่า่ข้อ้โต้แ้ย้ง้ข้า้งต้น้อาจจะฟัังขึ้้�นก็ต็่อ่เมื่่�อมันัเป็น็ข้อ้โต้แ้ย้ง้ที่่�มีตี่อ่ (i) 

ฐานคิิดแบบดั้้�งเดิิมของอาริิสโตเติิล และ/หรืือ เป็็นข้้อโต้้แย้้งที่่�มีีต่่อ (ii) ฐานคิิดที่่�จะ

สร้้าง AMA ที่่�สามารถรัับผิิดชอบอย่่างเป็็นอิิสระจากมนุุษย์์ อย่่างไรก็็ตาม ผู้้�เขีียน 

เห็็นว่่าข้้อโต้้แย้้งนี้้�ไม่่ใช่่สิ่่�งที่่�แย้้งกัับข้้อเสนอหลัักข้้อที่่� 1 ของผู้้�เขีียนโดยตรง และ 

ในทางตรงกัันข้า้มกลัับกลายเป็็นข้อ้โต้แ้ย้ง้ที่่�ผู้�เขียีนค่อ่นข้า้งเห็็นด้ว้ย เนื่่�องจากมัันเป็น็

ข้้อโต้้แย้้งเพื่่�อหัักล้้างต่่อทั้้�งฐานคิิด (i) และ (ii) ซึ่่�งเป็็นฐานคิิดที่่�ผู้้�เขีียนปฏิิเสธเช่่นกััน 

ประการสำคััญ ผู้้�เขียีนขอเน้น้ย้ำ้ว่า่แท้จ้ริงิแล้ว้ ‘ความรัับผิดิชอบทางจริยิธรรม

อย่า่งเป็น็อิสิระจากมนุุษย์’์ ต่า่งหากคือืสิ่่�งที่่�ผู้้�เขียีนปฏิเิสธ หมายความว่า่เมื่่�อพิจิารณา

ในเรื่่�อง AI กัับความรัับผิิดชอบทางจริิยธรรม ผู้้�เขีียนไม่่ได้้ปฏิิเสธความจำเป็็นใน 

การเชื่่�อมโยง ‘การเป็็นผู้้�กระทำการทางจริิยธรรม’ เข้้ากัับความรัับผิิดชอบ 

ทางจริิยธรรมในตััวมัันเอง ทว่่า ผู้้�เขีียนมุ่่�งปฏิิเสธเฉพาะการเป็็นผู้้�กระทำการ 

ทางจริิยธรรมและความรัับผิิดชอบทางจริิยธรรมที่่�เป็็นอิิสระจากมนุุษย์์ พููดอีีกอย่่าง

หนึ่่�งคืือ ผู้้�เขีียนไม่่ได้้สนัับสนุุนว่่า ‘การเป็็นผู้้�กระทำการทางจริิยธรรม (ที่่�เป็็น AI ที่่�มีี

จิิตสำนึึกและเจตจำนงเสรีีที่่�เป็็นอิิสระจากมนุุษย์์ และ/หรืือ เป็็น AMA ที่่�เป็็นอิิสระ

จากมนุุษย์์)’ เป็็นเงื่่�อนไขจำเป็็นของ ‘ความรัับผิิดชอบทางจริิยธรรมอย่่างเป็็นอิิสระ

จากมนุษุย์’์ แต่ผู้่้�เขียีนกำลัังสนับัสนุุนแนวคิดิที่่�ว่า่ ‘การเป็น็ผู้้�กระทำการทางจริยิธรรม 

(แบบปฏิสิัมัพัันธ์์ร่่วมกัันระหว่่าง AI กับัมนุุษย์์)’ เป็็นเงื่่�อนไขจำเป็็นของ ‘ความรัับผิดิชอบ

ทางจริิยธรรมที่่�ไม่่ได้้เป็็นอิิสระจากมนุุษย์์’ 

นอกจากนี้้� ทั้้�งฐานคิิดแบบ (i) และ (ii) ที่่�กล่่าวมาด้้านบน (ซึ่่�งเป็็นวิิธีีคิิดที่่� 

ผู้้�เขียีนปฏิเิสธ) ล้ว้นแต่พุ่่่�งเป้า้ไปที่่�ผู้้�กระทำการที่่�สามารถรัับผิดิชอบด้ว้ยตนเองอย่า่ง

เป็น็อิสิระ โดยเฉพาะในแง่ท่ี่่�เป็น็ปัจัเจกบุคุคลอย่า่งในกรณี ี‘ผู้้�เดียีว’ หรือื ‘คน ๆ  เดียีว’ 

หรืือ ‘สิ่่�ง ๆ เดีียว’ การพยายามสร้้างแนวคิิดเพื่่�อแก้้ปััญหาช่่องว่่างทางจริิยธรรม

ทั้้�งหมดด้้านบนที่่�กล่่าวมาจนถึึงตอนนี้้�ยัังไม่่ได้้พิิจารณาแนวคิิดที่่�พยายามสร้้าง 

หน่่วยที่่�มารัับผิดิชอบทางจริยิธรรมในลัักษณะแบบรวมหมู่่� (collective) หรือืแบบร่่วมกันั 

(shared) ซึ่่�งวิิธีีคิิดแบบนี้้�ยิ่่�งหนีีห่่างออกจากความคิิดดั้้�งเดิิมทั้้�งหมดที่่�กล่่าวมาใน

บทความนี้้� แน่่นอนว่่าหนีีห่่างจากกรอบคิิดดั้้�งเดิิมแบบอาริิสโตเติิลที่่�มีีลัักษณะ 

ให้้ความสำคััญกัับปััจเจกบุุคคลและมุ่่�งเน้้นการใช้้เฉพาะกัับมนุุษย์์ การกล่่าวถึึง 

ความรัับผิิดชอบทางจริิยธรรมในลัักษณะแบบรวมหมู่่�หรืือแบบร่่วมกัันถืือเป็็นอีีก 

มโนทััศน์์ทางเลืือกหนึ่่�งที่่�สำคััญในทางปรััชญา ดัังเช่่นที่่�พบในงานวิิจััยที่่�ถกเถีียงเรื่่�อง 

การมุ่่�งสู่่�เป้้าหมายของจิิตแบบรวมหมู่่� (collective intentionality) (Schweikard & 

Schmid, 2021) อย่่างไรก็็ตาม ข้้อถกเถีียงของนัักปรััชญาในกลุ่่�มนี้้�มัักจะเน้้นเฉพาะ
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ลัักษณะร่่วมหมู่่�ระหว่่าง ‘มนุุษย์์กัับมนุุษย์์’ ด้้วยกัันเองเท่่านั้้�น ยัังไม่่ได้้กล่่าวถึึง

ปฏิิสััมพัันธ์์ระหว่่างมนุุษย์์กัับสิ่่�งอื่่�น เช่่น ‘มนุุษย์์กัับ AI’ ดัังนั้้�น หากเราลองใช้้แนวโน้้ม

เรื่่�องลัักษณะรวมหมู่่�ดัังกล่่าวเป็็นจุุดตั้้�งต้้น แล้้วลองขยายขอบเขตของความรวมหมู่่�

จากลักัษณะรวมหมู่่�ระหว่า่งมนุษุย์ก์ับัมนุษุย์ไ์ปสู่่�ลักัษณะรวมหมู่่�ระหว่า่งมนุษุย์ก์ับั AI 

โดยเชื่่�อมโยงกัับประเด็็นเรื่่�องการเป็็นผู้้�กระทำการทางจริิยธรรมในฐานะที่่�เป็็น

ปฏิิสััมพัันธ์์ร่่วมกัันระหว่่างมนุุษย์์กัับ AI เราอาจพบความเป็็นไปได้้ที่่�อาจจะสามารถ

ช่่วยค้้นหามโนทััศน์์ทางเลืือกเรื่่�องความรัับผิิดทางจริิยธรรมของ AI ในแบบอื่่�น 

เพื่่�อแก้้ปััญหาเรื่่�องช่่องว่่างของความรัับผิิดชอบ ดัังที่่�ผู้้�เขีียนจะอภิิปรายในส่่วนถััดไป

ข้้อเสนอหลัักข้้อที่่� 2: มโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำการทางจริิยธรรม

ในฐานะที่่�เป็็นปฏิิสััมพัันธ์์ร่่วมกัันระหว่่างมนุุษย์์กัับปัญญาประดิิษฐ์์เป็็นสิ่่�ง

จำเป็็นต่่อความรัับผิิดชอบทางจริิยธรรมของ AI

ในส่่วนนี้้� ผู้้�เขีียนจะนำเสนอการสนัับสนุุนมโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำการ

ทางจริิยธรรมในฐานะที่่�เป็็นปฏิิสััมพัันธ์์ร่่วมกัันระหว่่างมนุุษย์์กัับ AI และแสดงให้้ 

เห็็นว่า่เป็็นมโนทััศน์ท์ี่่�จำเป็็นต่อ่ความรัับผิดิชอบทางจริยิธรรม ข้อ้เสนอดัังกล่า่วจำเป็็น

ต้้องพิิจารณากรอบคิิดทางเลืือกแบบอื่่�น ซึ่่�งผู้้�เขีียนเห็็นว่่า แม้้เราจะยัังคงมุ่่�งเน้้นไปที่่�

การเป็น็ผู้้�กระทำการทางจริยิธรรม แต่เ่ราก็ไ็ม่จ่ำเป็น็ต้อ้งยึดึถือืในเรื่่�องการพิจิารณา

เนื้้�อหาของจิิตเป็็นสำคััญ ดัังที่่� Floridi (2016) เสนอว่่าหากเราจะทำความเข้้าใจ 

มโนทััศน์์เรื่่�องความรัับผิิดชอบทางจริิยธรรมแบบปัันส่่วน (distributed moral  

responsibility) เราควรยืืนอยู่่�บนวิิธีีคิิดที่่�ไม่่ได้้มุ่่�งเน้้นเนื้้�อหาของจิิตและกระทำที่่�จงใจ 

(intentional action) ในแง่่นี้้� พึึงสัังเกตว่่าผู้้�เขีียนไม่่ได้้มุ่่�งปฏิิเสธความเห็็นสาเหตุุในตััว

มัันเอง เนื่่�องจากผู้้�เขีียนเน้้นย้้ำว่่าผู้้�กระทำการทางจริิยธรรมยัังถืือเป็็นสาเหตุุที่่� 

นำไปสู่่�ความรับัผิดิชอบทางจริยิธรรม แต่ผู่้้�เขียีนปฏิเิสธเฉพาะการสืบืกลับัเชิงิสาเหตุุ

ที่่�มุ่่�งเน้้นแนวคิิดแบบภายในของมนุุษย์์ที่่�เป็็นปััจเจกบุุคคลตามแนวคิิดอาริิสโตเติิล 

และตามการพิิจารณาเนื้้�อหาจิิตและความจงใจ

การสร้้างมโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำการทางจริิยธรรมในฐานะที่่�เป็็น

ปฏิิสััมพัันธ์์ร่่วมกัันระหว่่างมนุุษย์์กัับ AI ดัังกล่่าวมีีรากฐานทางทฤษฎีีต่่าง ๆ  

ที่่�สอดคล้อ้งกับัสิ่่�งที่่�ผู้้�เขียีนจะนำเสนอ ยกตัวัอย่า่งเช่น่ การตีคีวามว่า่มิติิคิวามสัมัพัันธ์์

เชิงิวััตถุุสามารถมีีลักัษณะของการเป็็นผู้้�กระทำการได้้ในบางความหมาย และเครืือข่่าย

เหล่่านี้้� (ซึ่่�งรวมถึึงมนุุษย์์) ได้้ร่่วมกัันกระทำการรัังสรรค์์สิ่่�งต่่าง ๆ ขึ้้�นมาเป็็นสัังคม 

ที่่�เราอาศััยอยู่่� หรืือตามที่่� Verbeek (2005) เรีียกว่่า ‘การไกล่่เกลี่่�ยประสาน 

เชิิงเทคโนโลยีี’ (technological mediation) ที่่�เสนอว่่าเทคโนโลยีีได้้ก่่อรููปความเข้้าใจ 
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การรัับรู้้� การกระทำ และพฤติิกรรมของมนุุษย์์ นั่่�นหมายความว่่าเทคโนโลยีีมีีส่่วน

ประสานในการกระทำของมนุุษย์์ นอกจากนี้้� ยัังมีีกรอบทฤษฎีีในลัักษณะเดีียวกััน 

เช่่น แนวคิิดเรื่่�องการเป็็นผู้้�กระทำการยืืดขยาย (extended agency) ของ Hanson 

(2009) ที่่�เสนอว่่าเทคโนโลยีีมีีส่่วนช่่วยส่่งเสริิมและเป็็นส่่วนขยายการกระทำ 

ของมนุษุย์ ์ซึ่่�งอาจเรียีกรวมกัันได้ว้่า่เป็น็ ‘ผู้้�กระทำการยืืดขยาย’ และอาจมีคีวามเป็็น

ไปได้้ที่่�จะพููดถึงึ ‘ความรัับผิดิชอบร่่วม’ (joint responsibility) ซึ่่�งเป็็นวิธิีคีิดิที่่�ตรงข้้ามกัับ

วิิธีีคิิดแบบปััจเจกนิิยมเชิิงจริิยธรรม (moral individualism) และยัังมีีอีีกหนึ่่�งแนวคิิด

คืือเรื่่�อง ‘สิ่่�งที่่�ยึึดขยายด้้วย AI’ (AI-extender) ของ Telakivi (2021) ที่่�ชี้้�ว่่า AI เป็็นส่่วน

ขยายประธาน (cognition) ของมนุษุย์ ์เป็น็การผสาน AI เข้า้กับัมนุษุย์ก์ลายเป็น็ ‘ระบบ

ผสม’ (hybrid system) ที่่�เข้้าคู่่�กัันอย่่างแนบแน่่น (tightly coupled) ในขณะเดีียวกัับ

ภายใต้้ระบบผสมนี้้� AI อาจจะมีีการกำกัับความคิิด (manipulation) ของมนุุษย์์ในทาง

ใดหนึ่่�ง สิ่่�งที่่�น่่าสนใจคืือ Telakivi ตั้้�งคำถามว่่าในความเป็็นระบบผสมนั้้�น AI ได้้เข้้ามา

เพิ่่�มพููนหรืือลดทอนความเป็็นผู้้�กระทำการทางจริิยธรรมกัันแน่่ ประการสำคััญ  

Telakivi ได้้ตั้้�งคำถามถึึงความสััมพัันธ์์ระหว่่างระบบผสมดัังว่่าส่่งผลต่่อความรัับผิิด

ชอบทางจริิยธรรมหรืือไม่่ และอย่่างไร นอกจากนี้้� ยัังมีี Nyholm (2020) ที่่�เสนอว่่า

เราสามารถนึึกถึึง AI ในฐานะที่่�เป็็นผู้้�กระทำการรููปแบบหนึ่่�งได้้ในความหมายของ 

การเป็็น ‘ผู้้�กระทำการที่่�ทำงานร่่วมกััน’ (collaborative agency) โดยที่่�จะต้้องมีีมนุุษย์์

เป็็นผู้้�ร่่วมกระทำหลััก (key partner) หมายถึึงว่่า การเป็็นผู้้�กระทำการที่่�ทำงาน 

ร่่วมกัันนี้้�มีีรููปแบบของลำดัับชั้้�น (hierarchical model) ในแง่่ที่่�ผู้�กระทำการประเภท 

ที่่�เป็็น AI กระทำการร่่วมกัันในลัักษณะที่่�อยู่่�ภายใต้้การดููแล (supervision) และอยู่่� 

ภายใต้้อำนาจ (authority) ของผู้้�กระทำการหลัักที่่�เป็็นมนุุษย์์

ดังัที่่�ได้้กล่่าวมาแล้้วก่่อนหน้้านี้้� จุดุเริ่่�มต้้นในข้้อเสนอหลักัข้้อที่่� 1 ของบทความนี้้� 

ผู้้�เขีียนเสนอว่่าความรัับผิิดชอบทางจริิยธรรมของ AI จำเป็็นต้้องยึึดโยงกัับการเป็็น 

ผู้้�กระทำการทางจริิยธรรมในแบบที่่�ไม่่ใช้ก้รอบคิดิแบบดั้้�งเดิิม ในขณะเดีียวกััน ผู้้�เขียีน

ยังัคงเชื่่�อว่่า ‘การเป็็นผู้้�กระทำการทางจริยิธรรม’ เป็็นเงื่่�อนไขจำเป็็นของความรับัผิดิชอบ

ทางจริิยธรรมของ AI คำถามที่่�สำคััญในตอนนี้้�คืือ หากผู้้�เขีียนปฏิิเสธกรอบคิิด 

แบบดั้้�งเดิมิของอาริสิโตเติลิ รวมถึงึปฏิเิสธการมุ่่�งพิิจารณาที่่�เนื้้�อหาจิิตและความจงใจ 

แล้้วอะไรคืือข้้อเสนอทางเลืือกจะนำมาทดแทนการกำหนดการเป็็นผู้้�กระทำการ 

ทางจริิยธรรมในความหมายแบบดั้้�งเดิิมนี้้� ผู้้�เขีียนขอนำเสนอคุุณลัักษณะทางเลืือก 

ที่่�จะนำมาทดแทนดัังกล่่าวโดยแบ่่งเป็็น 2 ประการ
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ประการแรก ผู้้�เขียีนเห็น็ว่า่การหันัมาพิจิารณาลักัษณะเชิงิพฤติกิรรมภายนอก

ของประธานหรือืผู้้�กระทำการอาจเป็น็ทางเลือืกที่่�ดี ีสอดคล้อ้งกับัที่่� Gogoshin (2021) 

เสนอให้พ้ิจิารณาลักัษณะภายนอกของ AI ที่่�แสดงให้เ้ห็น็ถึงึความรู้้�สึกึไวทางจริยิธรรม 

(moral sensitivity) เช่่น การตอบสนองต่่อสถานการณ์์ด้้วยการแสดงให้้เห็็นถึึง 

หน้า้จอที่่�กำลังัประมวลผลเพื่่�อตัดัสินิใจคิดิหาทางช่ว่ยเหลือืเมื่่�อเห็น็คนถููกทำร้า้ย หรือื

การที่่� AI แสดงออกถึึงพฤติิกรรมที่่�ตอบสนองความคาดหวัังของสัังคม เช่่น AI  

มีีพฤติิกรรมที่่�แสดงให้้เห็็นถึึงความรู้้�สึึกไวที่่�ตนเองกำลัังถููกตำหนิิ หรืือได้้รัับ 

การชมเชย หรืือไม่่ได้้รัับการยอมรัับทางจริิยธรรม ฯลฯ พฤติิกรรมเช่่นนี้้�ถููกกำหนด

ได้้โดยบรรทััดฐานและปฏิิบััติิการของสัังคม ดัังนั้้�น AI ที่่�มีีพฤติิกรรมที่่�ปฏิิบััติิตาม 

กฎเกณฑ์์ของสังัคมก็อ็าจมีีความหมายในบางแง่่มุมุว่่ามันัอาจจะสามารถรัับผิิดชอบ

ทางจริิยธรรมได้้ด้้วย ในแง่่นี้้� เราจึึงอาจนัับรวม AI ให้้เป็็นสมาชิิกของชุุมชนทาง 

จริยิธรรรมของมนุุษย์ไ์ด้ด้้ว้ย แม้ว้่า่อาจจะยัังมีบีกพร่อ่งและไม่ส่มบููรณ์อ์ยู่่�บ้า้ง อย่า่งไร

ก็็ตาม ประเด็็นนี้้�อาจถููกโต้้แย้้งได้้โดยง่่ายด้้วยการตั้้�งคำถามว่่า AI ที่่�มีีพฤติิกรรม 

ที่่�แสดงความไวทางจริยิธรรมดังักล่่าวนั้้�นจะมีลีักัษณะเป็็นเช่่นไร และเป็็นเรื่่�องน่่าเชื่่�อถือื

ได้้จริิงหรืือไม่่ว่่าลำพัังวััตถุุอย่่าง AI จะสามารถแสดงให้้คนอื่่�นเชื่่�อได้้ว่่ามัันมีี 

ความใส่่ใจทางจริิยธรรมจริิง ๆ ยิ่่�งไม่่ต้้องกล่่าวถึึงความรัับผิิดชอบทางจริิยธรรม 

ในประเด็น็โต้แ้ย้ง้นี้้� ผู้้�เขียีนขอแย้ง้กลับัด้ว้ยการอภิปิรายเสริมิในสิ่่�งที่่� Gogoshin 

อาจจะไม่่ได้้ระบุุไว้้ กล่่าวคืือผู้้�เขีียนเสนอว่่า AI ที่่�เรากำลัังพููดถึึงนี้้�ต้้องเป็็น AI ที่่�กำลััง

ปฏิิบััติิการในท่่ามกลางการมีีปฏิิสััมพัันธ์์ร่่วมกัันกัับมนุุษย์์ เพื่่�อให้้เกิิดการแสดง

พฤติิกรรมร่่วมกัันในแบบที่่�มีีความเป็็นมนุุษย์์ผสมอยู่่�มากขึ้้�น ดัังนั้้�น การนัับรวม AI 

เข้า้เป็็นสมาชิกิของชุมุชนทางจริยิธรรรมนี้้�จึงึหมายถึงึการนับัเอา AI รวมเข้า้บนสนาม

แห่ง่ปฏิสิัมัพัันธ์ข์องมนุุษย์ ์ในแง่น่ี้้�ปฏิสิัมัพัันธ์บ์างประการระหว่่าง AI กับัมนุุษย์จ์ึงึเกิดิ

ขึ้้�นได้้ และเมื่่�อผู้้�กระทำการทางจริิยธรรมแบบผสมระหว่่างมนุุษย์์กัับ AI ดัังกล่่าว

แสดงพฤติกิรรมภายนอกที่่�บ่ง่ชี้้�ถึงึความใส่ใ่จในเรื่่�องจริยิธรรมก็จ็ะทำให้น้่า่เชื่่�อได้ม้าก

ขึ้้�นว่่ามัันอาจนำไปสู่่�ความรัับผิิดชอบทางจริิยธรรมได้้ด้้วย 

ผู้้�เขีียนขอยกตััวอย่่างโดยการให้้ลองจิินตนาการถึึงแพทย์์ที่่�ใช้้หููฟัง AI หรืือ 

ติิดตั้้�งอุุปกรณ์์ AI ประเภทใดก็็ตามที่่�ผู้้�อ่่านจะจิินตนาการถึึงได้้ โดย AI เหล่่านี้้�เป็็น AI 

ที่่�สามารถประมวลผลและตััดสิินใจทางด้้านการแพทย์์ได้้ สมมติิว่่าแพทย์์คนนี้้�กำลััง

ปฏิิบััติิหน้้าที่่�ด้้วยการมีีปฏิิสััมพัันธ์์กัับ AI ที่่�อยู่่�ในอุุปกรณ์์ต่่าง ๆ เหล่่านี้้� เมื่่�อแพทย์์

เผชิิญสถานการณ์์ทางจริิยธรรมบางประการ อุุปกรณ์์ AI อาจส่่งสััญญาณเสีียงดััง
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หรืือเปล่่งเสีียงสัังเคราะห์์ออกมาเป็็นภาษามนุุษย์์เพื่่�อบ่่งชี้้�สภาวะเร่่งด่่วน หรืือแสดง

หน้้าจอให้้เห็็นถึึงการประมวลผลที่่�กำลัังคิิดคำนวณและตััดสิินใจเพื่่�อค้้นหาคำตอบ 

ที่่�ถููกต้้องตามหลัักจรรยาบรรณวิิชาชีีพหรืือถููกหลัักการจริิยธรรมในสถานการณ์์

ฉุกุเฉินิ ในส่ว่นของมนุุษย์ก์็จ็ะมีสีภาวะแสดงออกทางใบหน้้าโดยธรรมชาติิของมนุุษย์์

ที่่�มีีความรู้้�สึึกไวทางจริิยธรรมว่่าตนต้้องกระทำอะไรบางอย่่าง หรืือมีีพฤติิกรรม

แสดงออกถึึงการครุ่่�นคิิดเพื่่�อหาคำตอบและตััดสิินใจ สภาวะพฤติิกรรมภายนอก

ทั้้�งหมดนี้้�สามารถถููกมองรวม ๆ  ได้้ว่า่เป็็นหน่ว่ยของผู้้�กระทำการแห่ง่สนามปฏิสิัมัพัันธ์์

ระหว่่างมนุุษย์์กัับ AI ที่่�อยู่่�ในสภาวะแสดงออกถึึงพฤติิกรรมที่่�มีีความใส่่ใจ 

ทางจริยิธรรมและพร้้อมที่่�จะรับัผิดิชอบทางจริยิธรรมต่่อผลที่่�ตามมาจากการตัดัสินิใจ

ซึ่่�งเป็็นการตััดสิินใจร่่วมกัันระหว่่างการคิิดในสมองของแพทย์์และการประมวลผล

เพื่่�อให้้คำแนะนำโดย AI (AI recommendation) 

ประการที่่�สอง ผู้้�เขียีนเสนอว่่าคุณุลักัษณะทางเลือืกที่่�จะนำมาทดแทนกรอบคิดิ

แบบดั้้�งเดิิมคืือการระบุุหน้า้ที่่� (duty) และพัันธะหน้า้ที่่� (obligation) ให้้กับัผู้้�กระทำการ 

(ทั้้�งมนุุษย์์และ AI) ทางเลืือกนี้้�คืือวิิธิิคิิดเรื่่�องความรัับผิิดชอบทางจริิยธรรมในแบบที่่�

มองไปข้้างหน้้า (forward-looking approach) เป็็นการมอบหมายความรัับผิิดชอบ 

เพื่่�อเตรีียมพร้้อมรัับผิิดชอบต่่อสิ่่�งที่่�ยัังไม่่เกิิด เป็็นการทำตามหน้้าที่่�หรืือพัันธะหน้้าที่่�

บางประการที่่�ถููกกำหนดไว้้ก่่อนแล้้วล่่วงหน้้า เช่่น การกำหนดให้้บริิษััทที่่�ผลิิต AI  

ต้้องรัับผิิดชอบในบางส่่วน (ไม่่ใช่่ทั้้�งหมด) ในขณะที่่�บุคคลผู้้�ใช้้เทคโนโลยีีต้้องรัับผิิด

ชอบอีีกส่่วน วิิธีีการนี้้�อาจกำหนดให้้ผู้้�ใช้้ AI ต้้องยืืนยัันเจตจำนงในการใช้้ AI นั้้�น ๆ 

เป็็นเช่่นว่่า ผู้้�ใช้้ยิินยอมต่่อการถููกกำกัับความคิิดโดย AI หรืือ ผู้้�ใช้้ยิินยอมต่่อการ 

ถููก AI กำกัับและลดทอนอััตตาณััติิ หรืือ ผู้้�ใช้้จะมีีส่่วนร่่วมในความรัับผิิดชอบ 

ทางจริิยธรรมร่่วมกัับบริิษััทผู้้�ผลิิต AI ในกรณีีที่่�ผู้�ใช้้กระทำการตััดสิินใจร่่วมกัับ AI 

เช่่น การที่่�ผู้้�ใช้้เลืือกที่่�จะเชื่่�อตามระบบการให้้คำแนะนำโดย AI หรืือเชื่่�อตามระบบ 

การคาดการณ์์ของ AI (predictive AI) 

นอกจากนี้้� ผู้้�เขียีนขอนำเสนอข้อ้เสนอเชิงิปทัสัถานซึ่่�งเกี่่�ยวกับัทิศิทางทางออก

แบบและสร้้างเทคโนโลยีีที่่�เน้้นการปรัับเทคโนโลยีีให้้เข้้ามาสอดคล้้องกัับความเป็็นมนุุษย์์ 

โดยผู้้�เขีียนเรีียกว่่า ‘ทิิศทางที่่�ปรัับจาก AI สู่่�มนุุษย์์’ (AI-to-human direction) ในการ

กำหนดหน้้าที่่�และพัันธะหน้้าที่่�ให้้กัับ AI (กรณีีนี้้�รวมถึึงบริิษััทผู้้�ผลิิตสร้้าง AI)  

ถืือเป็็นการใช้้วิิธีีคิิดเรื่่�องความรัับผิิดชอบทางจริิยธรรมในแบบที่่�มองไปข้้างหน้้า 

เพื่่�อกำกัับให้้วิิถีีทางของการพััฒนา AI สอดคล้้องกัับเป้้าหมายและวััฒนธรรมของ
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มนุุษย์์ กล่่าวคืือ การให้้คุุณค่่ากัับจริิยธรรมและความรัับผิิดชอบทางจริิยธรรม  

วิิธีีคิิดนี้้�สอดคล้้องกัับที่่� Tegmark (2018) และ Russell (2019) เสนอว่่าเราควร 

ต้้องสร้้าง AI ที่่�มีีประโยชน์์ (beneficial AI) ด้้วยการกำหนดเป้้าหมายของ AI  

ให้้สอดคล้้องกัับเป้้าหมายของมนุุษย์์ และสอดคล้้องกัับที่่� Nyholm (2020) กล่่าวถึึง

วิิธีีการคิิดเรื่่�องความสััมพัันธ์์ระหว่่างมนุุษย์์กัับ AI ไว้้อย่่างน่่าสนใจว่่า มนุุษย์์ 

ไม่่สามารถปรัับตััวหรืือวิิวััฒน์์ตััวเองได้้ทัันกัับความก้้าวหน้้าอย่่างรวดเร็็วของ

เทคโนโลยีี ในขณะเดีียวกัับที่่�มนุุษย์์จำเป็็นต้้องมีีปฏิิสััมพัันธ์์และผสานเข้้ากัับ

เทคโนโลยีอีย่า่งแยกกันัไม่อ่อก ความเสี่่�ยงและความท้า้ทายจึงึเกิดิขึ้้�นอย่า่งหลีกีเลี่่�ยง

ไม่่ได้้ ดัังนั้้�น Nyholm จึึงเสนอว่่าทางออกหนึ่่�งของการแก้้ปััญหาคืือการตั้้�งเป้้าหมาย

ที่่�มุ่่�งไปสู่่�การพยายามสร้้างและปรัับทิิศทางของเทคโนโลยีีให้้สามารถเข้้ากัันได้้กัับ

ความเป็็นมนุุษย์์ในปััจจุุบััน 

ผู้้�เขียีนเห็น็ว่่าในแง่่หนึ่่�ง การพยายามการสร้้างมโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำการ

ทางจริิยธรรมในฐานะที่่�เป็็นปฏิิสััมพัันธ์์ร่่วมกัันระหว่่างมนุุษย์์กัับ AI ดัังที่่�กล่่าวมา 

ข้า้งต้น้เป็็นการพยายามดำรงคุุณค่า่ศักัดิ์์�ศรีคีวามเป็็นมนุุษย์ ์กล่า่วคือื แม้ว้่า่ข้อ้เสนอ

ในลัักษณะนี้้�จะมีีนััยว่่ามนุุษย์์ไม่่ได้้เป็็นศููนย์์กลางของทุุกสิ่่�งอีีกต่่อไป เนื่่�องจากวััตถุุ

และเทคโนโลยีล้ี้วนมีส่ี่วนกำกับัหรือืส่่งอิทิธิพิลต่่อความคิดิ การตัดัสินิใจ และการกระทำ

ของมนุษุย์์ กระทั่่�งเรายอมให้้ AI มีส่ี่วนร่่วมหรือืมีฐีานะเป็็นผู้้�กระทำการร่่วมกัับเราได้้ 

แต่ก่็ไ็ม่ไ่ด้ห้มายความว่า่คุณุค่า่ของมนุษุย์จ์ะต้อ้งสููญเสียีไปด้ว้ย มนุษุย์ย์ังัคงมีศีักัดิ์์�ศรีี

ที่่�จะสร้้างสรรค์์และนำพาเป้้าหมายและคุุณค่่าต่่าง ๆ ของมนุุษยชาติิอยู่่� และการที่่�

มนุุษย์์มีีความสามารถบางอย่่าง (หรืือหลายอย่่าง) ที่่�สู้้� AI ไม่่ได้้ ประกอบกัับบทบาท

ที่่�เพิ่่�มมากขึ้้�นของ AI ที่่�เริ่่�มเข้้ามายึึดครองความเป็็นศููนย์์กลางในกิิจกรรมต่่าง ๆ  

ของมนุุษย์์ แต่่ก็็ไม่่ได้้หมายความว่่าคุุณค่่าและศัักดิ์์�ศรีีมนุุษย์์จะถููกทำลายไปด้้วย 

(Zerilli et al., 2021, p. xviii) นั่่�นหมายความว่่า การบอกว่่ามนุุษย์์ไม่่ได้้เป็็นศููนย์์กลาง

ของสิ่่�งต่า่ง ๆ  ไม่ไ่ด้ห้มายความว่า่คุณุค่า่เรื่่�องศักัดิ์์�ศรีคีวามเป็น็มนุษุย์จ์ะต้อ้งสููญหาย

ไปด้้วย และการที่่�มนุุษย์์ต้้องเป็็นผู้้�มีีส่่วนร่่วมในความรัับผิิดชอบทางจริิยธรรมก็็ถืือ

เป็็นหนึ่่�งในเครื่่�องยืืนยัันศัักดิ์์�ศรีีความเป็็นมนุุษย์์

อย่่างไรก็็ตาม ข้้อเสนอหลัักที่่�ผู้�เขีียนได้้อภิิปรายด้้านบนอาจมีีข้้อโต้้แย้้ง  

2 ประการ ประการแรก เป็็นตามที่่� Hakli and Mäkelä (2019) ได้้โต้้แย้้งแนวคิิด 

เรื่่�องการเป็็นผู้้�กระทำการที่่�ทำงานร่่วมกััน (ระหว่่างมนุุษย์์และ AI) และแนวคิิดอื่่�น 

ที่่�คล้้ายกััน โดยแย้้งว่่าแม้้ว่่า AI จะมีีอิิทธิิพลต่่อมนุุษย์์ในการกระทำสิ่่�งต่่าง ๆ แต่่ AI 

ก็็อาจมีีส่่วนร่่วมเพีียงในเชิิงสาเหตุุ (casual contribution) ของการกระทำเท่่านั้้�น  
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ไม่่ได้้เป็็นการมีีส่่วนร่่วมเชิิงประกอบสร้้าง (constitutive) ดัังนั้้�น เราจึึงจะไม่่สามารถ

นับัรวมว่า่ AI เป็็นส่ว่นประกอบสร้า้งในเชิงิสารััตถะของการเป็น็ผู้้�กระทำการแบบผสม

ระหว่า่งมนุษุย์ก์ับั AI ได้ ้แต่ ่AI เป็น็เพียีงสาเหตุทุี่่�ส่ง่อิทิธิพิลต่อ่ความคิดิมนุษุย์เ์ท่า่นั้้�น 

ในแง่่นี้้� ความรัับผิิดชอบทางจริิยธรรมยัังคงต้้องเป็็นบทบาทของมนุุษย์์เท่่านั้้�นไม่่ว่่า

จะเป็็นมนุุษย์์ในฐานะปััจเจกบุุคคลหรืือในแบบรวมหมู่่�ระหว่่างมนุุษย์์กัับมนุุษย์์ 

ด้้วยกัันเอง ในประเด็็นนี้้� ผู้้�เขีียนเห็็นว่่าหากมนุุษย์์เชื่่�อการตััดสิินของ AI ในทัันทีีทัันใด

โดยที่่�ไม่่ได้้คิิดแบบวิิพากษ์์จากอััตตาณััติิของตนเองเลย หรืือแม้้มนุุษย์์จะคิิด 

เชิงิวิพิากษ์ใ์นระดับัหนึ่่�งแต่ก่็เ็ลือืกที่่�จะตัดัสินิใจหรือืกระทำการร่ว่มกัันกับั AI ในภาวะ

ที่่�ลื่่�นไหลเป็็นธรรมชาติิแบบทัันทีีทันัใด ก็อ็าจจะถืือได้้ว่่าเป็็นสภาวะของผู้้�กระทำการ

ร่่วมกัันในเชิิงประกอบสร้้าง แต่่ถ้้ามนุุษย์์ไม่่ได้้เชื่่�อ AI ทั้้�งหมดในทัันทีี และมีีการใช้้

สมองตนเองคิิดพิิจารณาสิ่่�งที่่� AI แนะนำ แล้้วนำมาปรัับปรุุงบางส่่วนหรืือหลายส่่วน 

แล้้วจึึงตััดสิินใจในภายหลัังอย่่างรอบคอบในระยะเวลาที่่�ไม่่ได้้มีีลัักษณะฉัับพลััน  

แบบนี้้�ก็อาจถืือได้้ว่่าเป็็นสภาวะของการกระทำการที่่� AI มีีส่่วนร่่วมในเชิิงสาเหตุุ 

(casual) ซึ่่�งเป็น็คุณุลักัษณะที่่�อาจยอมรับัได้ย้ากว่า่เป็น็ปฏิสิัมัพัันธ์ร์่ว่มกันัอย่า่งแท้จ้ริงิ

ระหว่่างมนุุษย์์กัับ AI ผู้้�เขีียนยอมรัับว่่าข้้อเสนอของผู้้�เขีียนอาจใช้้ไม่่ได้้กัับทุุกกรณีี  

แต่่ผู้้�เขีียนมีีความเห็็นว่่าในอนาคตอัันใกล้้ ยิ่่�งมนุษุย์์พึ่่�งพา AI ในการทำสิ่่�งต่่าง ๆ  แทน

มนุุษย์์หรืือทำร่่วมกัับมนุุษย์์ในทุุกกิิจกรรมและอย่่างฉัับพลัันทัันทีีทัันใดในภาวะ 

ลื่่�นไหลเป็็นธรรมชาติิมากขึ้้�นเท่่าใด (กระทั่่�งเป็็นไปได้้ว่่ามนุุษย์์แทบไม่่ได้้คิดิอะไรเองเลย) 

เมื่่�อนั้้�นลักัษณะการเป็น็ผู้้�กระทำการร่ว่มกันัระหว่า่งมนุษุย์ก์ับั AI ในเชิงิประกอบสร้า้ง

น่่าจะมีีให้้เห็็นเป็็นตััวอย่่างมากขึ้้�นเท่่านั้้�น 

ประการที่่�สอง เนื่่�องจากการมีีปฏิิสััมพัันธ์์ระหว่่างมนุุษย์์และ AI ในระดัับที่่� 

ควบรวมทั้้�งสองให้้เป็็นผู้้�กระทำการร่่วมกัันเป็็นสิ่่�งที่่�ดููคลุุมเครืือ ผู้้�เขีียนจึึงขอระบุ ุ

เพื่่�อชี้้�ชัดว่่าในกรณีีที่่�ผู้�เขีียนกล่่าวถึึงในบทความนี้้� อาจจะมีีความเป็็นไปได้้สำหรัับ 

ใช้้อธิิบาย AI แค่่บางประเภท เช่่น AI ที่่�มีีลักัษณะเป็น็ ‘สิ่่�งที่่�ยืืดขยายด้้วย AI’ ตามแบบ

ที่่� Telakivi (2021) เสนอ กล่่าวคืือ ‘ระบบผสม’ ที่่�มนุุษย์์ผสานร่่างกายหรืือจิิตใจ 

เข้้ากับั AI ในระดับัสููง โดยเฉพาะอย่่างยิ่่�งต้้องมีีปฏิิสััมพันัธ์์ระหว่่างกันัอย่่างแนบแน่่น 

นอกจากนี้้� ต้้องเป็็น AI ที่่�มนุุษย์์ค่่อนข้้างจะสามารถควบคุุมการทำงานได้้ ซึ่่�งตรงนี้้�

ไม่่ได้้หมายถึึงการควบคุุมผลการตััดสิินใจทั้้�งหมดของ AI เพราะในหลายกรณีีเราไม่่

สามารถรู้้�ได้ว้่า่ AI จะตััดสินิใจอย่า่งไร แต่ใ่นที่่�นี้้�หมายถึงึความสามารถในการควบคุมุ

การทำงานเบื้้�องต้น้ เช่น่ มนุษุย์ส์ามารถกดปุ่่�มปิดิระบบให้ห้ยุดุทำงานได้ห้ากต้อ้งการ 

ในแง่น่ี้้� การพููดเรื่่�องผู้้�กระทำการร่ว่มระหว่า่งมนุษุย์กั์ับ AI ที่่�ส่ง่ผลต่อ่ความรับัผิดิชอบ
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ทางจริิยธรรม น่่าจะใช้้อธิิบายได้้ดีีกัับอุุปกรณ์์ AI ที่่�ใช้้งานแบบผููกติิดกัับมนุุษย์์ 

อย่่างแนบแน่่นทั้้�งในแง่่กายภาพหรืือในแง่่จิิตใจ เช่่น อุุปกรณ์์สวมใส่่ติิดร่่างกาย  

หรือือุุปกรณ์ใ์ด ๆ  ที่่�ต้อ้งพกพาติิดตััวอยู่่�เสมอและมนุุษย์ต์้อ้งมีปีฏิสิัมัพัันธ์กั์ับอุุปกรณ์์

นั้้�นเสมอแม้้ในเสี้้�ยววิินาทีี และฉากทััศน์์แบบนี้้�อาจเกิิดขึ้้�นได้้ในอนาคตอัันใกล้้

กล่่าวโดยสรุุป ในบทความนี้้�มีีการนำเสนอและอภิิปรายในประเด็็นต่่าง ๆ  

ตามลำดัับดัังนี้้�

1. ผู้้�เขีียนปฏิิเสธกรอบคิิดเรื่่�องความรัับผิิดชอบทางจริิยธรรมแบบดั้้�งเดิิม

เนื่่�องจากมีีข้้อจำกััดในการทำความเข้้าใจเรื่่�องความรัับผิิดชอบทางจริิยธรรมของ AI

2. ผู้้�เขีียนเสนอว่่าการเป็็นผู้้�กระทำการทางจริิยธรรมเป็็นเงื่่�อนไขจำเป็็นของ

ความรับัผิดิชอบทางจริยิธรรมของ AI แต่ว่่า่จะต้อ้งยืนืบนฐานคิดิที่่�ไม่ใ่ช้ก้รอบคิดิแบบ

ดั้้�งเดิิม

3. แม้้ว่่าจะมีีข้้อเสนอเรื่่�อง AMA ที่่�มุ่่�งไปให้้พ้้นจากกรอบคิิดแบบดั้้�งเดิิม แต่่ก็็

เป็็นข้้อเสนอที่่�ไปไกลเกิินไป เนื่่�องจากแนวคิิดนี้้�มีีความเสี่่�ยงและมีีแนวโน้้มเสนอให้้ 

AMA สามารถรัับผิิดชอบทางจริิยธรรมอย่่างเป็็นอิิสระจากมนุุษย์์ ซึ่่�งเป็็นข้้อเสนอที่่�

ผู้้�เขีียนปฏิิเสธ

4. ผู้้�เขีียนจึึงมุ่่�งหาทางแก้้ไขด้้วยการนำเสนอมโนทััศน์์เรื่่�องการเป็็นผู้้�กระทำ

การทางจริยิธรรมในฐานะที่่�เป็น็ปฏิสิัมัพันัธ์ร์่ว่มกันัระหว่า่งมนุษุย์ก์ับัปัญัญาประดิษิฐ์์ 

และแสดงให้เ้ห็็นว่า่เป็น็มโนทัศัน์ท์ี่่�เป็น็สิ่่�งจำเป็น็ต่อ่ความรับัผิดิชอบทางจริยิธรรมของ 

AI 

ข้้อเสนอแนะ

ข้้อเสนอแนะทั่่�วไป

บทความวิิจัยันี้้�เป็็นการวิจิัยัเกี่่�ยวกัับข้อ้ถกเถียีงในเชิิงนามธรรมอัันเป็็นวิธิีกีาร

วิิจััยทางปรััชญาที่่�อยู่่�ในสาขามนุุษยศาสตร์์ แม้้จะยัังไม่่สามารถนำผลวิิจััยไปใช้้

ประโยชน์์ได้้ทัันทีีในเชิิงนโยบายหรืือเชิิงปฏิิบััติิ แต่่ก็็น่่าจะสามารถนำข้้อสรุุปของ 

การวิิจััยไปใช้้เป็็นจุุดตั้้�งต้้นของโครงการวิิจััยเชิิงพื้้�นฐานของความรู้้�เกี่่�ยวกัับปััญญา

ประดิิษฐ์์ที่่�มุ่่�งเน้้นการวิิจััยเชิิงมโนทััศน์์เพื่่�อให้้ได้้ความรู้้�ใหม่่ในเชิิงนามธรรม อัันเป็็น

ลัักษณะการวิิจััยที่่�ขาดแคลนในประเทศไทย
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ข้้อเสนอแนะในการทำวิิจััยครั้้�งต่่อไป

การทำวิิจััยประเด็็นเรื่่�อง AI กัับความรัับผิิดชอบทางจริิยธรรมในอนาคตควร

เปิดิพื้้�นที่่�แบบสหวิทิยาการให้ผู้้้�เชี่่�ยวชาญด้า้นเทคนิคิจากฝั่่�งวิทิยาศาสตร์ค์อมพิวิเตอร์์

ร่่วมกัันทำวิิจัยักัับนัักสัังคมศาสตร์์และมนุุษยศาสตร์์ ทิิศทางดัังกล่่าวน่่าจะทำให้้เกิิด

การวิิจััยที่่�เป็็นประโยชน์์ในเชิิงรููปธรรมมากขึ้้�น

กิิตติิกรรมประกาศ

บทความวิิจััยนี้้�เป็็นส่่วนหนึ่่�งของโครงการวิิจััยเรื่่�องการวิิเคราะห์์เชิิงมโนทััศน์์

เรื่่�องปัญัญาประดิษิฐ์แ์ละความรัับผิดิชอบทางจริิยธรรมร่่วมกััน ซึ่่�งเป็น็โครงการวิิจัยั

ที่่�ได้้รัับทุุนอุุดหนุุนการวิิจััยจากมหาวิิทยาลััยมหิิดล 
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