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บทคัดยอ

ในการวิเคราะหการถดถอยเชิงเสน วิธีกําลังสองนอยที่สุดเปนวิธีการประมาณคาพารามิเตอรที่ให
คาประมาณเปนคาไมเอนเอยีงดีทีส่ดุ อยางไรกต็ามเมือ่เกิดคานอกเกณฑขึน้กบัขอมูลทีน่าํมาวเิคราะหจะมผีล
ตอคาประมาณจากวิธีกําลังสองนอยที่สุดนี้ จึงตองใชวิธีการอื่นคือ การวิเคราะหการถดถอยที่แกรง ที่จะให
คาประมาณของพารามิเตอรท่ีเหมาะสมกับตัวแบบท่ีวิเคราะหมากกวา โดยบทความน้ีจะแสดงวิธีการประมาณคา
หลายวิธี แตจะมุงเนนไปที่วิธีการประมาณคา M และวิธีการประมาณคา S
คําสําคัญ: การวิเคราะหการถดถอยที่แกรง, วิธีการประมาณคา M, วิธีการประมาณคา S

Abstract

In linear regression analysis, the ordinary least squares (OLS) estimators of parameters 
have always turned out to be the best linear unbiased estimators. However, if the data contain 
outliers, this may aff ect the least-squares estimates. So, an alternative approach; the so-called 
robust regression methods, is needed to obtain a better fi t of the model or more precise estimates 
of parameters. In this article, various robust regression methods have been reviewed. The focus 
is on the robust estimation using M estimation and S estimation.
Keywords: robust regression methods, M estimation, S estimation
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บทนํา

การวิเคราะหการถดถอยเชิงเสน
วิธีการหนึ่งที่ใชศึกษาความสัมพันธเชิงเสน (Linear) ระหวางตัวแปรตน (Independent Variable) 

หรือตัวแปรทํานาย (Predictor Variable) กับตัวแปรตาม (Dependent Variable) หรือตัวแปรเกณฑ 
(Criterion Variable) คือ การวิเคราะหการถดถอยเชิงเสน (Linear Regression Analysis) ซึ่งแสดงในรูป
ตัวแบบเชิงเสนตรง (Linear Model) ที่เปนความสัมพันธในรูปเวกเตอร (Vector) และเมทริกซ (Matrix) 
ไดตามสมการท่ี 1  (1)

หรือเขียนไดดังนี้

เมื่อ  แทนเวกเตอรของตัวแปรตาม
  แทนเมทริกซของตัวแปรอิสระ
  แทนเวกเตอรของคาพารามิเตอร หรือสัมประสิทธ์ิการถดถอยท่ีไมทราบคาในตัวแบบถดถอย
  แทนเวกเตอรของคาความคลาดเคล่ือน (Error)
  แทนคาสังเกตทั้งหมด

  แทนจํานวนพารามิเตอรหรือสัมประสิทธิ์การถดถอยท้ังหมด
นอกจากการศกึษาความสมัพนัธระหวางตวัแปรแลว วตัถุประสงคขอหนึง่ของการวเิคราะหการถดถอย

คือ การสรางสมการถดถอย (Regression Equation) ที่เปนผลคูณระหวางตัวแปรอิสระกับคาสัมประสิทธ์ิ
การถดถอย (Regression Coeffi  cient) ซึ่งในเบื้องตนจะใชวิธีกําลังสองนอยที่สุด (Least square) มาเปน
วิธีการประมาณคาสัมประสิทธ์ิการถดถอย โดยวิธีการนี้มีหลักการประมาณคาสัมประสิทธิ์การถดถอยจาก
ผลรวมกําลังสองของความคลาดเคลื่อนกําลังสองหรือ  ที่นอยที่สุดตามสมการท่ี 2

  (2)

เม่ือ  แทนคาสังเกตท่ี  จากตัวแปรตาม และ  แทนคาสังเกตท่ี  จากตัวแปรตามท่ีประมาณข้ึน
จากสมการถดถอย โดยที่ 

ถาให  แทนคาประมาณของสัมประสิทธิ์การถดถอยท่ี  เมื่อ  จะไดสมการ
ถดถอยตามสมการที่ 3
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  (3)

สําหรับเงื่อนไขของการวิเคราะหการถดถอยเชิงเสนนั้น จะเปนเงื่อนไขของคา  ดังนี้
1. คา  จะตองมีการแจกแจงปรกติ (Normal Distribution) ที่มีคาเฉลี่ยเปนศูนยและมีความ

แปรปรวนคงที่เทากับ 
2. คา  และ  เมื่อ  โดยที่  จะตองเปนอิสระกัน
จากเงื่อนไขขางตนสามารถเขียนเปนสัญลักษณคือ  โดยที่คาประมาณของ

สมัประสทิธิก์ารถดถอย หรอื จะมสีมบตัเิปนตวัประมาณเชงิเสนไมเอนเอยีงดทีีส่ดุ (Best Linear Unbiased 
Estimates) ถา  เปนไปตามเง่ือนไขน้ีท้ังหมด แตหากพบวา  ไมเปนไปตามเง่ือนไข แสดงวาวิธีกําลังสอง
นอยท่ีสุดไมไดเปนวิธีการประมาณคาสัมประสิทธ์ิการถดถอยท่ีดี ซ่ึงสาเหตุหน่ึงท่ีทําให  ไมเปนไปตามเง่ือนไข
คือ เกิดคานอกเกณฑ (Outlier) ขึ้นกับคาสังเกต โดยอิทธิพลของคานอกเกณฑที่เกิดขึ้นนี้จะสงผลตอการ
ประมาณคาสัมประสิทธิ์การถดถอยดวยวิธีกําลังสองนอยที่สุด (Yarmohammadi & Mahmoudvand, 2010) 
ซึ่งจะตองใชการวิเคราะหการถดถอยท่ีแกรง (Robust Regression) มาเปนวิธีประมาณคาสัมประสิทธิ์
การถดถอยแทนวิธีกําลังสองนอยที่สุด

การวิเคราะหการถดถอยท่ีแกรง
เม่ือเกิดคานอกเกณฑขึ้นกับคาสังเกตที่นํามาวิเคราะห การประมาณคาสัมประสิทธิ์การถดถอยดวยวิธี

กาํลังสองนอยทีส่ดุ จะทาํใหได ทีไ่มมสีมบตัเิปนตวัประมาณเชงิเสนไมเอนเอยีงดทีีส่ดุตามทีไ่ดกลาวมาแลว 
จึงตองใชการวิเคราะหการถดถอยท่ีแกรงมาเปนวิธีการประมาณคาสัมประสิทธ์ิการถดถอยแทนวิธีกําลังสอง
นอยท่ีสุด โดยในที่นี้ไดนําเสนอวิธีภาวะนาจะเปนสูงสุด (Maximum Likelihood) และวิธีการประมาณคา S 
(S-estimation) ดังนี้

วิธีภาวะนาจะเปนสูงสุด หรือการประมาณคา M (M Estimation) เปนวิธีการประมาณคาสัมประสิทธิ์
การถดถอย เมื่อเกิดคานอกเกณฑขึ้นกับคาสังเกต นําเสนอครั้งแรกโดย Huber ในป ค.ศ.1964 ซึ่งเปนการ

ประมาณคาสมัประสิทธิก์ารถดถอยจากฟงกชนัของสวนเหลือ (Residual Function) หรอื  ทีน่อยท่ีสดุ 
ตามสมการท่ี 6 

  (6)

จากสมการท่ี 6 สามารถหาคําตอบไดโดยการแกสมการอนุพนัธยอยอันดบัทีห่นึง่ (First Order Partial 
Derivative) ของฟงกชันสวนเหลือ  เทียบกับคาพารามิเตอร  เมื่อ  ซึ่งจะได
ระบบสมการจํานวน  สมการตามสมการท่ี 7

  (7)

เม่ือ  สวนคา คืออนุพันธยอยอันดับที่หนึ่งของ คา s คือคาเบี่ยงเบนของ
สวนเหลือ และ  เปนคาสังเกตจากตัวแปรอิสระที่  จากสมการถดถอยที่ 
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จากสมการที่ 7 สามารถจัดรูปแบบที่ใชสําหรับการหาคําตอบของสมการไดตามสมการท่ี 8 และจะใช
วิธีกําลังสองนอยที่สุดที่ถูกถวงนํ้าหนักอยางซ้ํา (Iteratively Reweighted Least Squares: IRLS) ซึ่งเปน
ระเบียบวิธกีารหาคําตอบของสมการท่ีถกูนําไปใชอยางแพรหลาย พฒันาข้ึนคร้ังแรกโดย Beaton และ Tukey 
ในป ค.ศ.1974 มาเปนวิธีการหาคําตอบ หรือนํามาใชหาคาประมาณของสัมประสิทธิ์การถดถอย

  (8)

ถาให  เปนเมทริกซของคาน้ําหนัก (Weight Matrix) ที่มีมิติ  โดยที่

 และถาให  จะได

คานํ้าหนักเริ่มตน  มีสมาชิกแทนดวย  มีคาดังนี้

ดังน้ันจากสมการ 8 สามารถเขียนใหมไดเปน  เม่ือจัดรูปแบบใหม
ที่เปนรูปแบบทั่วไปใหอยูในรูปแบบเมทริกซ ไดดังสมการที่ 9

  (9)

เมื่อ  มีสมาชิกทั้งหมดเปน  เม่ือนําไปถวงน้ําหนักกับคาสังเกต
จะไดคาประมาณของสัมประสิทธิ์การถดถอยในรอบแรกคือ  ตามสมการท่ี 10

  (10)

คา ที่ไดจะนําไปเปนคาเร่ิมตนของการคํานวณรอบถัดไป และจะกระทําซ้ําไปจนกระท่ังลูเขา 
(Converge) สูคําตอบ ทั้งนี้ Panik (2009: 293) แนะนําใหใชอัตราการเปลี่ยนแปลงของคาสัมประสิทธิ์
การถดถอย 

ู
 กับ  หรือคาสัมประสิทธิ์การถดถอยท่ีคํานวณไดในรอบปจจุบัน (รอบที่ k+1) 

กับคาสัมประสิทธิ์การถดถอยที่คํานวณไดในรอบกอนหนา (รอบที่ k) หรือคํานวณหาคา 
( )

ถาพบวาคา  เกนิกวา 0.001 ใหหยดุคาํนวณ แตถาไมเปนไปตามนีใ้หทาํซ้าํ โดยเริม่จากคาํนวณคาสวนเหลอื
จากคาประมาณของสัมประสิทธิ์การถดถอยท่ีไดในรอบใหม จากนั้นใหนําคาเบี่ยงเบนของสวนเหลือที่ไดไป
เปนคาตั้งตนสําหรับคํานวณคาถวงน้ําหนักที่จะนําไปใชสําหรับหาคาประมาณของสัมประสิทธิ์การถดถอย
ในรอบถัดไป
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สําหรับขั้นตอนการหาคาประมาณของสัมประสิทธิ์การถดถอยดวยวิธีภาวะนาจะเปนสูงสุด จากการ
หาคําตอบดวยวิธี IRLS แสดงไดตามภาพที่ 1

ภาพที่ 1 ขั้นตอนวิธีภาวะนาจะเปนสูงสุด
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ทั้งนี้ Rousseeuw and Leroy (2003: 136) ไดกลาวถึงลักษณะของฟงกชันสวนเหลือ หรือ 
วาตองมคีวามสมมาตร (Symmetry) นัน่คอื  และตองเปนฟงกชนัตอเนือ่ง (Continuous) 
ที่มี  โดยที่สามารถหาคาคงที่  ที่มากกวาศูนย ที่ทําให  มีคาเพิ่มข้ึนบนชวง  
และคงท่ีบนชวง  นอกจากน้ี Koller and Stahel (2011) ยังไดกลาวถึงสมบัติของฟงกชันสวนเหลือ
เพิ่มเติมดังนี้

1. คา 

2. ถาให  เปนคาคงที่ และ  จะได 

3. คา 

นอกจากนี้ Montgomery (2006: 374) ยังไดสรุปตัวอยางฟงกชันสวนเหลือที่ปรับเปนคามาตรฐาน
แลวแทนดวย เมื่อ  โดยที่  คือคาเบี่ยงเบนของสวนเหลือ ซึ่งฟงกชันเหลานี้พัฒนาโดย
ฮูเบอร และมีผูพัฒนาตอเนื่องดังแสดงตามตารางที่ 1

ตารางที่ 1 ฟงกชันของสวนเหลือ
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นอกจากนี ้Rousseeuw และ Yohai ยงัไดนาํเสนอวิธกีารประมาณคาสัมประสทิธิก์ารถดถอยทีต่อยอด

มาจากวิธีภาวะนาจะเปนสูงสุด คือวิธีการประมาณคา S หรือการประมาณคา S (S Estimation) ในป ค.ศ.1984 
และถูกพัฒนาอยางตอเนื่องโดย Rousseeuw และ Leroy ในป ค.ศ.1987 ซึ่งมีหลักการหาคาประมาณของ
สัมประสิทธิ์การถดถอยจากคาเบี่ยงเบนของสวนเหลือที่นอยที่สุด หรือ  เมื่อ  

 โดยวิธีการนี้เร่ิมจากนําคาสวนเหลือที่ไดจากคาประมาณของสัมประสิทธิ์
การถดถอยดวยวธิกีาํลงัสองนอยทีส่ดุ ประมาณคาเบีย่งเบนของสวนเหลือจากคามธัยฐานสวนเบีย่งเบนสมับรูณ 
(Median Absolute Deviation: MAD) แลวนําคาเบี่ยงเบนนี้มาใชเปนคาเริ่มตนของการคํานวณคาน้ําหนัก 
เพือ่นาํมาใชหาคาประมาณของสมัประสทิธิก์ารถดถอยในรอบแรก โดยคาประมาณของสมัประสทิธิก์ารถดถอย
ในแตละรอบจะถูกนํามาเปรียบเทียบกัน หรือนํามาคํานวณคา  จนกระทั่งลูเขาสูคําตอบ ( 0.001) แตถา
คา  นี้ไมไดเปนไปตามเงื่อนไข ใหนําคาสวนเหลือและคาน้ําหนักที่ไดมาคํานวณคาเบี่ยงเบนของสวนเหลือ
รอบตอไปตามสมการที่ 11 ซึ่งคาเบี่ยงเบนของสวนเหลือในแตละรอบจะนํามาเปนคาเร่ิมตนของการคํานวณ
คาน้าํหนกั เพือ่นาํมาใชหาคาประมาณของสมัประสทิธิก์ารถดถอยในรอบตอไป ซึง่คาประมาณของสมัประสทิธิ์
การถดถอยในแตละรอบจะนํามาคํานวณคา  และจะกระทําซ้ําตอไปจนกระทั่งลูเขาสูคําตอบ
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  (11)

เม่ือ  เปนคาคาดหมาย (Expected Value) ของฟงกชัน  หรือ  และ  
มกีารแจกแจงปรกตมิาตรฐาน (Standard Normal Distribution) (Rousseww & Leroy, 2003: 139) สาํหรับ
ขั้นตอนการประมาณคาสัมประสิทธิ์การถดถอยดวยวิธีการประมาณคา S ภายใตการหาคําตอบโดยวิธี IRLS 
แสดงไดตามภาพท่ี 2

ภาพที่ 2 ขั้นตอนวิธีตัวประมาณคา S
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การหาคาประมาณของสัมประสิทธิ์การถดถอยดวยวิธีการประมาณคา S นั้น Rousseeuw and Yohai 
(1984) ไดแนะนําใหใชฟงกชันสวนเหลือของ Turky ที่มีฟงกชันดังนี้

ทั้งนี้ Rousseeuw and Leroy (2003: 142) ไดแสดงคาคงที่ K และ c ที่คํานวณจากคารอยละของ
จุดแบงขอมูล  และคาประสิทธิภาพของตัวประมาณคา (Effi  ciency of Parameter) หรือ  ไดตาม
ตารางท่ี 2

ตารางที่ 2  คาคงท่ี K และ c จากคารอยละของจุดแบงขอมูลและคาประสิทธิภาพของตัวประมาณคาสัมประสิทธ์ิ
 การถดถอย

สําหรับคํานวณหาคา K จากฟงกชันสวนเหลือของทูกี เมื่อมีจุดเปลี่ยนขอมูล 50% ที่คาคง  = 1.547 
จากคา  ที่มีการแจกแจงปรกติมาตรฐานท่ีมีฟงกชันความหนาแนนความนาจะเปน (Probability Density 
Function) หรือ  ดังนี้
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ตัวอยางการประมาณคาสัมประสิทธิ์การถดถอยจากขอมูลปริมาณผลผลิตขาวโพดในแตละเมืองจาก
ปจจัยตางๆ ที่มีตอผลผลิตตามงานวิจัยของ Susanti and Pratiwi (2014) โดยตัวแปรตาม Y แทนปริมาณ
ผลผลติขาวโพด (ตนั) เมือ่  แทนพืน้ทีเ่พาะปลกู (เฮกตาร)  แทนปรมิาณฝนเฉลีย่ตอเดอืน (มลิลเิมตร) 

 แทนความช้ืนโดยเฉลี่ยตอเดือน (เปอรเซ็นต)  แทนอุณหภูมิเฉลี่ยตอเดือน (องศาเซลเซียส)  
แทนปริมาณแสงอาทิตยท่ีสองโดยเฉล่ียตอเดือน (เปอรเซ็นต) และ  แทนอัตรากําลังของเกษตรกรในการดูแล 
(คน) ซึ่งผลการประมาณคาสัมประสิทธิ์การถดถอยดวยวิธีกําลังสองนอยที่สุด แสดงในรูปสมการถดถอยตาม
สมการท่ี 12 ดังนี้

  (12)

โดยมี  และคาเบี่ยงเบนมาตรฐาน (s) = 131,501 ที่มีคา  
 เมือ่คา p (p-value) < 5% แสดงวาเปนตวัแบบถดถอยท่ีแสดงความสัมพนัธระหวางตวัแปร

ตามกับตัวแปรอิสระทุกตัว แตเม่ือทดสอบการแจกแจงแบบปรกติของความคลาดเคล่ือนพบวา ความคลาดเคล่ือน
ไมไดแจกแจงปรกตอิยางมนียัสาํคัญทีร่ะดบั 0.05 โดยพบวามสีาเหตุมาจากเกิดคานอกเกณฑขึน้กบัคาสงัเกต
ทีน่าํมาวิเคราะห จงึไดประมาณคาสัมประสทิธิก์ารถดถอยดวยวิธีภาวะนาจะเปนสูงสุดและวิธีการประมาณคา S 

จึงไดสมการถดถอยท่ี 13 และ 14 ตามลําดับดังน้ี

  (13)

  (14)

หลักการพิจารณาเลือกตัวแบบถดถอยท่ีดีที่สุดจะพิจารณาจาก  หรือ  และคา s โดย
ตัวแบบถดถอยที่ดีที่สุดจะให  หรือ  มีคามากที่สุด เมื่อมี s นอยที่สุด ซึ่งจากขอมูลตัวอยาง
สามารถเปรียบเทียบคา  และ s จากวิธีประมาณคาสัมประสิทธ์ิการถดถอยท้ัง 3 วิธี ดังตารางท่ี 3 
ดังนี้
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ตารางที่ 3 การเปรียบเทียบคา  และ s

จากตารางที่ 3 พบวา วิธีภาวะนาจะเปนสูงสุด และวิธีการประมาณคา S ใหคา  มากกวา
วิธีกําลังสองนอยที่สุด และมีคา s นอยกวาวิธีกําลังสองนอยที่สุด จึงเปนตัวแบบถดถอยท่ีเหมาะสมมากกวา
ตัวแบบถดถอยท่ีมาจากวิธีกําลังสองนอยท่ีสุด ท้ังน้ีจะพบวาวิธีการประมาณคา S ใหคา  มากท่ีสุด
ที่มี s นอยที่สุด ดังนั้นวิธีการประมาณคาสัมประสิทธิ์การถดถอยวิธีการประมาณคา S จึงเหมาะสมท่ีสุดกับ
ขอมูลชุดนี้ โดยพบวาประกอบดวยตัวแปรอิสระ และ  ในตัวแบบถดถอย จึงไดสมการ
ถดถอยใหมดังนี้

  (15)

เม่ือ  ที่มีคา  เมื่อคา p (p-value) < 5% แสดงวาเปน
ตัวแบบถดถอยที่แสดงความสัมพันธระหวางตัวแปรตามกับตัวแปรอิสระเหลานี้ทุกตัว

ทั้งนี้นอกจากวิธีภาวะนาจะเปนสูงสุดและวิธีการประมาณคา S แลวยังมีวิธีการอื่นอีก เชน วิธีมัธยฐาน

ของกําลังสองท่ีนอยท่ีสุด (Least Median of Square) หรือวิธี LMS ท่ี Hampel เปนผูพัฒนาข้ึนในป ค.ศ.1974 
และ Rousseeuw ไดพฒันาตอเนือ่งในป ค.ศ.1984 โดยหลกัการของวธิ ีLMS คอื การประมาณคาพารามเิตอร
จากคามธัยฐานของสวนตกคางทีม่คีานอยท่ีสดุ หรอื  (Massart, Kaufman, Rousseeuw, 
& Leroy, 1986)

วิธีกําลังสองของสวนเหลือที่ถูกตัดคานอยที่สุด (Least Trimmed Square) หรือ LTS พัฒนาโดย 
Rousseeuw ในป ค.ศ.1984 ที่จะเปนวิธีการประมาณคาสัมประสิทธ์ิการถดถอยจากคาสวนเหลือท่ีถูกตัด
คายกกําลังสองที่นอยที่สุด หรือ  เมื่อ  เปนลําดับ
ของคาสวนเหลือกําลังสอง และ  คือคาคงที่ของการตัดคา (Trimming Constant) ซึ่งเปนจํานวนสวนเหลือ
ที่ใชประมาณคาดวยวิธี LTS เมื่อ  โดยที่  เปนคาสังเกต และ  เปนจํานวนพารามิเตอร
หรือคาสัมประสิทธิ์การถดถอยทั้งหมด (Nguyen & Welsch, 2010)

CRRU วารสารการวิจัย กาสะลองคํา RRRRRRRRR65



วิธีตัวประมาณคา MM (MM-estimator) เปนวิธีการที่ตอยอดมาจากวิธีภาวะนาจะเปนสูงสุด และ
วิธีการประมาณคา S พัฒนาโดย Yohai ในป ค.ศ.1987 ซึ่งวิธีนี้เปนการหาคาประมาณของสัมประสิทธ์ิ
การถดถอยจากสมการที่ 16

  (16)

เม่ือ  แทนคาเบี่ยงเบนมาตรฐานของสวนเหลือ จากสวนเหลือที่ไดมาดวยวิธีการประมาณคา S 
และ  แทนฟงกชันสวนเหลือของ Tukey (Susanti & Pratiwi, 2014)

วิธี Generalized M-estimator หรือวิธี GM พัฒนาโดย Simpson, Ruppert และ Carroll ในป 
ค.ศ.1992 ที่พัฒนาจากวิธีภาวะนาจะเปนสูงสุด ที่มีหลักการหาคาประมาณของสัมประสิทธิ์การถดถอยท่ีทําให
ผลรวมของฟงกชันสวนตกคางในสมการที่ 17 มีคานอยที่สุด 

  (17)

คา  เปนคาถวงนํ้าหนักที่คํานวณไดจาก  โดยที่  เม่ือหา
อนุพันธยอย (Partial Differential) ของ  เทียบกับ  แลวกําหนดใหเทากับศูนย
จะไดฟงกชันท่ีใชสําหรับหาคาประมาณของสัมประสิทธิ์การถดถอยใหม ตามสมการท่ี 18

  (18)

เม่ือ  ถา  แลว วิธีตัวประมาณ GM คือวิธีกําลังสองนอยที่สุด 
โดยที ่  และ S เปนคาเบีย่งเบนของสวนเหลอืคํานวณไดจากคา MAD ทีถ่กูปรับดวยคาคงที ่1.4826 
ซึ่งเปนการทําให S เปนตัวประมาณท่ีไมเอนเอียง (Biased) เมื่อ  มีขนาดใหญและการแจกแจงของความ

คลาดเคล่ือนเปนแบบปกติที่คํานวณไดตามสมการที่ 19

  (19)

จากการท่ีคา  ไมเปนเสนตรง (Non-linear) ดังนั้นวิธีการแกสมการเพ่ือหาคาประมาณของ
สัมประสิทธิ์การถดถอยจะใชวิธี IRLS โดยเริ่มจากคาประมาณของสัมประสิทธ์ิการถดถอยดวยวิธีกําลังสอง
นอยท่ีสุด และคา S จากนั้นจึงคํานวณคาถวงน้ําหนัก เพื่อนํามาใชหาคาประมาณของสัมประสิทธิ์การถดถอย 
จากวิธีกําลังสองที่นอยที่สุดที่ถูกถวงนํ้าหนัก (Weighted Least Square: WLS) ตามสมการท่ี 20

  (20)
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เม่ือ  ดังนั้นคาประมาณของสัมประสิทธิ์การถดถอยจากวิธี WLS แสดง
ไดตามสมการที่ 21

  (21)

โดยท่ี เปนเมทริกซทแยงมุมขนาด  ทีม่ ี เปนสมาชิกแนวทแยงมุม (Thomas & Mili, 
2007)

นอกจากวิธีการประมาณคาสัมประสิทธิ์การถดถอยตางๆ ตามที่ไดกลาวมาแลว ในปจจุบันยังไดมีการ
พฒันาอยางตอเน่ือง อาท ิMilhano, Sequera and Sotto (2013) ไดปรับแกขัน้ตอนการคํานวณหาคาประมาณ
ของสัมประสิทธ์ิการถดถอยดวยวิธีการประมาณคา S โดยใชหลักการ การคัดเลือกสวนเหลือใหมท่ีมีคาเบ่ียงเบน
นอยท่ีสุด เพื่อนํามาใชคํานวณหาคาเบี่ยงเบน และคาถวงน้ําหนักในแตละรอบ โดยผลการวิจัยพบวา วิธีการ
ใหมที่พัฒนาขึ้นนี้ ใชเวลาของการคํานวณในแตละรอบท่ีนอยที่สุดมีคาเทากับ  เมื่อ  
คือจุดเปล่ียนขอมูล N คือคาสังเกตท้ังหมดและ  เวลาท่ีเกิดข้ึนจากการปรับวิธีการใหมนี้ในแตละรอบ 
Smirnov and Shevlyakov (2014) ไดปรับแกวิธีตัวประมาณคา M โดยใชคาสถิติ  ของ Rousseeuw 
and Croux (1993) มาหาคาเบ่ียงเบนของสวนเหลือ ผลจากการจําลองสถานการณพบวา วิธีตัวประมาณคา M 
ปรับแก ใชเวลาในการคํานวณหาคาประมาณของสัมประสิทธิ์การถดถอยดวยวิธี IRLS นอยกวาวิธีการเดิม
และพบวาตัวประมาณคาสัมประสิทธิ์การถดถอยท่ีปรับแกนั้นมีสมบัติที่ดีกวาวิธีเดิม และ Ollerer, Alfons, 
and Croux (2016) ที่ไดปรบัแกวิธีการประมาณคา S โดยปรับฟงกชันสวนเหลือของ Turky และ Huber 
ผลการเปรียบเทียบประสิทธิภาพของคาประมาณท่ีได พบวาวิธีการใหมมีประสิทธิภาพมากกวา เม่ือใชสถานการณ
จําลองท่ีมีคานอกเกณฑรอยละ 1 รอยละ 2 รอยละ 5 และรอยละ 10
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